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Abstract

The problem of image segmentation using intensity clustering approaches has been addressed in the

literature. Grouping pixels of similar intensity to form clusters in an image has been tackled using a

number of methods, such as the K-Means (KM) algorithm. The K-Harmonic Means (KHM) was proposed

to overcome the sensitivity of KM to centre initialisation. In this paper, we investigate the use of a Spatial

Kernel-based KHM (SKKHM) algorithm on the problem of image segmentation. Instead of the original

Euclidean intensity distance, a robust Kernel-based K-Harmonic Means metric is employed to reduce

the effect of outliers and noise. Spatial image information is also incorporated in the proposed clustering

scheme, derived from Markov Random Field (MRF) modelling. An extension of the proposed algorithm

to multi-spectral imaging applications is also presented. Experimental results on both single-channel and

multi-channel images demonstrate the robust performance of the proposed SKKHM algorithm.

I. INTRODUCTION

Image segmentation is one of the most important tasks in image analysis. The main goal is to divide the

image into parts of strong correlation with objects or areas of the real world contained in the image [15].

Segmentation can be complete or partial, if it results to a set of disjoint regions that correspond directly

or partially to image objects. For partial segmentation, the image is divided into separate regions that are

homogenous with respect to a chosen property such as brightness, color, reflectivity and texture. Higher

level processing can join the partially segmented image and more consistent objects and areas, giving a

more complete segmentation.
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Many segmentation methods have been proposed in the literature. Edge-based segmentation methods

perform segmentation, based on the information conveyed by the edges that exist in an image [15].

Supplementary processing steps must follow to combine edges into edge chains (borders) in order to form

coherent objects in the image. Region-based segmentation methods perform segmentation by dividing an

image into zones of maximum homogeneity. The criteria for homogeneity can be based on gray-level,

color, texture, shape information. Several criteria can then be employed to force region growing, in order

to form consistent objects in the image. It is very important to note that edge-based and region-based

methods may produce different segmentation results, therefore, a combination of the segmentation results

is often used, as the objective is to form the most accurate segmentation map.

In the case of simpler images, where objects may not interfere with each other and their intensity levels

are clearly distinct from background intensities, then intensity clustering approaches can produce effective

segmentation results [15]. These are also known as thresholding methods and are less computationally

expensive than common segmentation approaches, however, can produce efficient results only in the

above mentioned cases. The choice of optimal thresholds that can divide the distribution of pixels into

desired segments is important. Information of interest may either be lost or extraneous background pixels

may be classified as target information with an improper choice of threshold. In this paper, the use of

clustering algorithms to address the problem of automated image segmentation is addressed.

Several clustering methods exist in the literature [8] and can often be categorised as hierarchical, graph

theoretic, mode searching, mixture resolving and error-function minimisation approaches [8], [1]. The

K-Means (KM) algorithm is one of the early centre-based clustering techniques [6], based on L2−norm

minimisation, that has been applied to image segmentation. It adaptively assigns each pixel to a cluster

(segment) in a closest-distance fashion. The means of these clusters are then set as the new centres. The

procedure is repeated until the sum of a dissimilarity measure, such as the Euclidean distance between

centres and pixels, converges to a local minimum. The probability of each data point belonging to different

clusters is usually referred to as the membership function. In the case of KM, the membership function

can only take 0 or 1 values, implying that a data point can only belong to one cluster. In this case,

a hard membership function is implied and such detection schemes are often called “winner-takes-all”

approaches.

The KM algorithm has been widely applied to clustering problems mainly due to its simplicity and

efficiency. However, KM suffers from several major problems when used for unsupervised clustering

[6]. Firstly, the clustering performance of the KM algorithm is greatly dependent on the initial guess of

cluster centres. The main reason is that each data point is given equal weight during the adaptation. It

September 1, 2006 DRAFT



IEE PROCEEDINGS VISION, IMAGE AND SIGNAL PROCESSING, VOL. X, NO. X, SEPTEMBER 2006 3

is very likely that more pixels will be attributed to dense centres, and that the algorithm will converge

to a suboptimal local minimum. A wide range of clustering results can be produced due to different

initialisation. Secondly, the KM algorithm employs the standard Euclidean distance, which increases

the algorithm’s sensitivity to noise and outliers, according to Huber [7]. Finally, in the original version

of KM each pixel is treated as an independent data point. Intensity alone may not always be capable

of representing the image’s features alone, as the relative position of each pixel to its neighbours is

important.

To address the above problems, a wide range of solutions have been proposed in the literature. To solve

the problem of initialisation, the K-Harmonic Means (KHM) algorithm [21] or the Fuzzy C-Means (FCM)

algorithm [3], [1] introduced a dynamic weight scheme that allows the same pixels to belong to different

clusters simultaneously. The difference between the two approaches is that FCM performs clustering

minimising the mean weighted euclidean distance of the data points and the centres, whereas the KHM

minimised the mean weighted harmonic distance. To improve the robustness to noise and outliers of

clustering methods, the Euclidean distance was substituted by kernel functions [19], [1], [5]. Kernel-

based distance measures enable modelling of non-Euclidean structures in the data, suppress outliers that

are amplified by the L2-norm and finally retain low computational complexity [1]. Finally, there have

been several approaches to include information about the spatial neighbourhood of each pixel in the

classification procedure [19], [17], [14], in order to exploit the image’s spatial features and perform more

accurate segmentation. A common approach [14], [1] is to penalise the clustering objective function in

order to discourage undesirable results in the membership functions, such as high membership values for

pixels, surrounded by low membership values and vice versa.

This paper extends the KHM algorithm with solutions to all the above-mentioned problems. This

is performed by incorporating kernel-induced distance measures and neighbourhood information into

the KHM algorithm. The standard Euclidean intensity distance is replaced by a Mercer kernel-based

metric [5], [1] in the KHM algorithm. Markov Random Fields (MRF) [20] are used to model and

incorporate the spatial homogeneous information into the kernel-based KHM. The proposed scheme will

be referred to as the Spatial Kernel-based K-Harmonic Means (SKKHM) clustering scheme. Moreover,

considering the increasing number of multi-spectral imaging applications [9], [13], [16], an extension of

the SKKHM algorithm to the multivariate case is presented. In this work, we examine the case of standard

color Red-Green-Blue (RGB) images, as an example of multivariate signals. The multi-spectral SKKHM

algorithm delivers an enhancement to the performance of individual segmentation of each channel.

The rest of the paper is organized as follows: section II presents the original KHM algorithm. The
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two proposed improvements to KHM are subsequently presented: the kernel method (section III) and

the spatial modelling of neighbourhood using MRF (section IV). In section V, we extend the previous

scheme in the case of multivariate signals. Finally, the performance of the proposed method is evaluated

and compared with other similar methods in section VI.

II. THE K-HARMONIC MEANS ALGORITHM

A. Definition

Assume an image I(k, l) of size M×N . All the pixel values xi = I(k, l) will be treated independently

to form the data set X = {x1, . . . , xi, . . . , xn}, where n = M × N is the total number of pixels and

i = 1, . . . , n. Let also c = [c1 . . . cj . . . cm]T be a vector containing the position of each cluster centre and

m is the number of centres. The KHM algorithm [21] attempts to find an optimal clustering for the data

set X , by minimising the K-Harmonic Means of Euclidean intensity distances dij between each image

pixel xi and the cluster centre cj . The cost function using K-Harmonic Means is expressed in (1), where

dij = ‖xi − cj‖2 (‖·‖ is the L2-norm).

Q(c) =
n∑

i=1

m∑m
j=1

1
dij

(1)

Since X is a scalar set, the intensity distance can be simplified to dij = (xi − cj)
2. In the case of image

segmentation, we aim to classify the image pixels into different clusters and therefore we usually choose

m ≥ 2. To derive the recursive updating rule for each clustering centre, we set the partial derivative of

Q(c), as shown in (1), with respect to cj equal to zero.

∂Q(c)
∂cj

= 0,∀j = 1, . . . , m ⇒ (2)

∂Q(c)
∂cj

=
n∑

i=1

−2m(xi − cj)
(
∑m

j=1
1

dij
)2d2

ij

= 0 (3)

Re-arranging (3) gives us the next estimate for each centre c+
j in (4):

c+
j ←−

∑n
i=1

xi

d2
ij(
Pm

j=1
1

dij
)2

∑n
i=1

1
d2

ij(
Pm

j=1
1

dij
)2

(4)

The full derivation of the above equations can be found in Appendix A. Consequently, the KHM algorithm

[21] can be summarised as follows: starting from an arbitrary guess of the centre values c, we repeat the

following steps.

1) Update the location of each cluster centre according to (4).
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2) Re-estimate the cost function Q(c) and repeat the above step until the cost function converges to

a minimum.

3) Finally, classification is performed, by assigning each pixel to the closest cluster centre.

A possible discontinuity arises in the case that dij → 0, when a data point is close to the centre. To

tackle this problem, we replace dij with max(dij , ε), where ε is a small constant (e.g. ε = 0.01) [21],

[6].

B. Introducing the membership and the weight function

In [6], Hamerly and Elkan introduced the membership function uij and the weight function wi in the

Harmonic KM algorithm.

The membership function uij measures the probability of each data point xi being assigned to cluster

j. For the original KM algorithm, each pixel can only be assigned to one closest cluster. In this case, we

have that uij = 1, only if j = argminj ‖xi − cj‖2. In the case of the KHM algorithm, the scheme of soft

decisions implies that each pixel can belong to many clusters to some extend. Effectively, uij measures

the probability of xi being assigned to cluster j and should always satisfy the following properties:

1)
∑m

j=1 uij = 1

2) 0 ≤ uij ≤ 1

According to [6], the estimate for uij at each iteration can be calculated, using the following formula:

u+
ij ←−

1/d2
ij∑m

j=1 1/d2
ij

(5)

The weight function wi quantifies the amount of influence the data point xi has in the next estimate

of cluster centres [6]. In contrast to the K-Means algorithm, which gives equal weight to all data (i.e.

wi = 1), the KHM algorithm uses a varying weight scheme during the estimation of cluster centres . The

main idea is to attribute larger weights to pixels whose intensity is far distinct from the estimated cluster

centres and smaller weights to pixels with similar intensity to cluster centres. This method ensures that

data-points, that were not “well-covered” by the current solution, will be emphasised in the next centre

update. Obviously, these weights should always be positive, i.e. wi > 0. We can calculate the estimate

for wi at each iteration using the following formula [6]:

w+
i ←−

∑m
j=1 1/d2

ij

(
∑m

j=1
1

dij
)2

(6)
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Once the membership function uij and the weight function wi were introduced, the centre update rule

can be reformulated as a function of these parameters. Hence, relating (5) and (6) to (4), we can rewrite

the centre function in the following form [6]:

cj =
∑n

i=1 uijwixi∑n
i=1 uijwi

(7)

Thresholding is finally performed by updating the membership and weight functions, rather than the

actual centre positions. The image can be then segmented by assigning each pixel xi to cluster j with

the maximum membership value j = argmaxj=1,...,m(uij).

The introduction of the membership function uij and weight function wi in the KHM algorithm

alleviates the initialisation problem of the original KM algorithm. Another popular method for solving

the initialisation problem is the Fuzzy C-Means (FCM) algorithm. In this case, the objective function to

be optimised is:

Q(c) =
n∑

i=1

m∑

j=1

ur
ijd

2
ij (8)

where uij is again the membership parameter and r ≥ 1, which for large values makes the algorithm

“more fuzzy” [6], [1]. The membership parameter uij attributes points to different clusters, in order

to reduce to the effect of initialisation. However, Hamerly and Elkan demonstrated that the KHM can

outperform the FCM in several experiments [6], therefore the KHM is chosen for our system.

III. THE KERNEL-BASED K-HARMONIC MEANS ALGORITHM

The KHM algorithm employs the Euclidean distance measure, as a classification criterion. However,

this distance measure implicitly imposes the assumption of hyper-spherical clusters for the data, therefore,

if the separation boundaries between clusters are nonlinear, the KHM will fail to identify these clusters

correctly [5]. In addition, the Euclidean distance may be sensitive to noise and outliers, according to

Huber [7]. To increase the robustness to these factors, another approach is to map the data into a high-

dimensional nonlinear feature space and perform the clustering within this space [5].

Assume a scalar input set X = {x1, . . . , xi, . . . , xn} and a nonlinear mapping function κ(·), which

maps xi from the input space X ⊆ Rd to a new space F ⊆ RD with higher or even infinite dimensions

(d ¿ D). The kernel function can be easily computed using Mercer kernels [11], [5], as an inner product

(dot product) in the new space F , i.e. K(x, y) = κ(x)T κ(y), ∀ x, y ∈ X . We introduce the nonlinear

mapping κ(·) in the KHM cost function of (1), applying to all xi and cluster centers cj . The new objective

function is given below.
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Q(c) =
n∑

i=1

m∑m
j=1

1
‖κ(xi)−κ(cj)‖2

(9)

where

‖κ(xi)− κ(cj)‖2 = κ(xi)T κ(xi)− 2κ(xi)T κ(cj) + κ(cj)T κ(cj)

= K(xi, xi)− 2K(xi, cj) + K(cj , cj)

The denominator ‖κ(xi)− κ(cj)‖2 of (9) defines a class of kernel-induced non-Euclidean distance

measures. Common kernels that satisfy the Mercer conditions are the Radial Basis Function (RBF)

and the polynomial function, as shown below [11], [5], [1]:

K(x, y) = exp(−‖x− y‖2 /σ2) (10)

K(x, y) = ((xT y) + θ)p (11)

where σ, p, θ are constants that control the shape of the kernel. As in [1], we will consider the Gaussian

RBF in our analysis, as they tend to be more robust to noise and outliers. A Gaussian-like kernel

emphasises small differences and suppresses large ones and hence possible outliers. It can effectively

serve as a filter from noise and outliers [7], compared to the original Euclidean distance. The amount of

suppression is controlled by the standard deviation σ of the kernel. The value of σ is usually empirically

defined in the experimental section [1]. Since for the Gaussian kernel K(x, x) = 1, ∀ x ∈ X , the objective

function in (9) can be simplified to the following form:

Q(c) =
n∑

i=1

2m∑m
j=1

1
1−K(xi,cj)

(12)

Setting the partial derivative of Q(c) with respect to cj equal to zero, gives us the updating rules for

centres (15).
∂Q(c)
∂cj

= 0,∀j = 1, . . . , m ⇒ (13)

∂Q(c)
∂cj

=
n∑

i=1

−4m
σ2 K(xi, cj)(xi − cj)(∑m

j=1
1

1−K(xi,cj)

)2
(1−K(xi, cj))2

= 0 (14)

c+
j ←−

∑n
i=1

K(xi,cj)xi

(1−K(xi,cj))
2
„Pm

j=1
1

(1−K(xi,cj))

«2

∑n
i=1

K(xi,cj)

(1−K(xi,cj))
2
„Pm

j=1
1

(1−K(xi,cj))

«2

(15)
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The full derivation can be found in Appendix B. The above centre update function can be rewritten in

terms of the membership and the weight functions. In a similar fashion to the analysis for the original

KM algorithm, we can define these functions as in (16) and (17).

u+
ij ←−

K(xi, cj)

(1−K(xi, cj))2
∑m

j=1
K(xi,cj)

(1−K(xi,cj))2

(16)

w+
i ←−

∑m
j=1

K(xi,cj)
(1−K(xi,cj))2(∑m

j=1
1

1−K(xi,cj)

)2 (17)

The properties, discussed in the previous section, for the new membership and weight functions should

hold. Thus, the estimation of the centre position is performed, based on (7). Again, there might be cases,

where the term 1 − K(xi, cj) → 0 and might cause instability. To avoid this problem, we replace the

original expression with max(1−K(xi, cj), ε).

IV. THE SPATIAL KERNEL-BASED KHM USING A MODIFIED MEMBERSHIP FUNCTION

The proposed KKHM algorithm utilises dissimilarity measurements of independent intensity informa-

tion. However, the image intensity alone can not describe the features of an image in full, as it neglects the

spatial correlation between the pixels in a neighbourhood and may be inadequate in classifying the image

pixels into possible clusters. Considering that adjacent pixels are likely to have similar features, extra

knowledge, such as the spatial relationship between pixels, can be introduced to the classification. The

inclusion of spatial information in the clustering procedure in order to improve the performance of image

segmentation has been proposed before [2], [10], [1], [14]. In these approaches, the spatial information

is included as a penalty term in the clustering objective function, in order to discourage clusterings that

attribute largely different cluster membership values to neighbouring pixels. Unlike the methods proposed

in [2], [10], [1], the idea here is to construct a stochastic process that models the neighbourhood influence,

using the concept of Markov Random Fields (MRF) [2], [4], [20]. The proposed approach will be referred

to as the Spatial Kernel-Based KHM (SKKHM).

The Markovian property states that the probability of the pixel xi belonging to a cluster j (i.e. the

membership function uij), partially relies on the assignment of its neighbourhood Wi. Thus, we can use

the Gibbs Distribution [2] to quantify the influence Fij of the spatial neighbourhood Wi to pixel xi, using

the following expression.

Fij =
1
L

exp


−β

∑

k∈Wi

(1− ukj)


 (18)
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where Wi denotes a Q×Q window neighbourhood around the pixel xi, excluding itself. The parameter

β controls the magnitude of influence (when β = 0 the influence of neighbourhood is vanishing) and L

is a normalisation constant. The influence Fij aims at grouping neighbouring pixels to the same cluster.

If the majority of the neighbouring pixels to pixel xi belong to cluster j, then their membership functions

uij will be much above 0.5. As a result, the term
∑

k∈Wi
(1−ukj) will be small and Fij should be closer

to 1/L. This should force the pixel xi to be attributed to cluster j. In contrast, if the majority of the

neighbouring pixels does not belong to cluster j, then their membership functions uij should be small.

Consequently, the term
∑

k∈Wi
(1− ukj) will be closer to 1 and the influence Fij will be small.

Following an empirical Bayesian interpretation of the membership function, we introduce an influence

factor Fij to (16), in a similar fashion to [17]. As the membership function can be interpreted as the

probability of the pixel xi belong to cluster cj , this probability should also depend on the “probability”

Fij of the neighbourhood Wi belonging to cluster j. Thus, the modified membership function u∗ij can be

expressed by the following concept:

u∗ij ≈ uijFij (19)

where uij refers to (16). However, as the property 0 ≤ u∗ij ≤ 1 should always hold, the proposed

membership function should be normalised to 1. Therefore, the following update rule for the membership

function is proposed:

u∗+ij ←− K(xi, cj)Fij

(1−K(xi, cj))
2 ∑m

j=1
K(xi,cj)

(1−K(xi,cj))2
Fij

(20)

Effectively, according to (18), (20), given a higher probability of neighbouring pixels belonging to cluster

j, pixel xi is more likely to be assigned to the same cluster j, due to a larger influence factor Fij . On

the contrary, if the probability of pixels of the neighbourhood around xi belonging to cluster j is small,

pixel xi is less likely to be assigned to cluster j as well. Therefore, in the case that pixels are disturbed

by impulsive noise, the introduction of neighbourhood information will increase the tolerance to noise

and hence produce more robust classification results. The size of the neighbourhood Q can change the

segmentation results and will be investigated in the experimental section.

Driven by the proposed membership function u∗ij , we introduce a new cost function Q∗(c) in order to

perform clustering:

Q∗(c) =
n∑

i=1

2m∑m
j=1

Fij

1−K(xi,cj)

(21)

Optimising (21) in a similar fashion to the previous sections (the full derivation is included in Appendix
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C), the new update rule for w∗i is given below:

w∗+i ←−
∑m

j=1
K(xi,cj)Fij

(1−K(xi,cj))2(∑m
j=1

Fij

1−K(xi,cj)

)2 (22)

In summary, the proposed SKKHM method relies on optimising the harmonic-means of Kernel-based

distances, weighted by membership functions and spatial information using MRF, in order to segment an

image into areas of similar content.

V. AN EXTENSION TO MULTI-SPECTRAL IMAGES

Multi-spectral image processing techniques have been recently developed and applied in various

fields, including colour images, magnetic resonance images, synthetic aperture radar images or fusion of

multispectral images [12], [9]. Unlike 2-D scalar signals, multi-spectral images include extra information,

such as additional color channels, infrared and ultraviolet channels. A natural solution to the multi-

spectral image thresholding is to segment each channel independently and combine the results. However,

this methodology may not be optimal, as we seem to ignore all the correlated information between

components. As a consequence, we propose to extend the proposed SKKHM algorithm to solve a T -

dimensional clustering problem, where T denotes the number of available channels. We will refer to this

multi-dimensional extension of the original SKKHM, as the generalized SKKHM algorithm.

Assume that we have T -channel multi-spectral images I(k, l, y), where y = 1, . . . , T . We form the

following data set X = {x1, . . . , xi, . . . , xn}, where n represents the number of pixels of each single

channel. Each data ‘point’ xi can be interpreted as a T -dimensional vector, containing the value of the

same pixel at each channel, i.e. xi = I(k, l, :). The clustering centers can now be arranged in a m× T

matrix C = [c1, . . . , cj , . . . , cm]T and m again denotes the number of cluster centers. Following the same

concept, as in the one-dimensional case, a new cost function of the generalised SKKHM clustering is

expressed as follows:

Q∗(C) =
n∑

i=1

2m∑m
j=1

Fij

1−K(xi,cj)

(23)

The Gaussian multi-dimensional RBF can be a valid candidate [5], [11]. The aim is to simplify the

computation of multi-dimensional non-linear mapping K(x, c). According to [11], every linear algorithm

that employs inner products can be extended to a non-linear version through kernels that follow Mercer’s

conditions. The T -dimensional Gaussian RBF kernel satisfies the Mercer’s conditions and is given by:

K(xi, cj) = exp
(
−∥∥xi − cj

∥∥2
/σ2

)
(24)
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Following a similar derivation to section IV and Appendix C, the update rules for the generalised SKKHM

are given by the expressions below:

u∗+ij ←− K(xi, cj)Fij
(
1−K(xi, cj)

)2 ∑m
j=1

K(xi,cj)Fij

(1−K(xi,cj))
2

(25)

w∗+i ←−
∑m

j=1
K(xi,cj)Fij

(1−K(xi,cj))
2

(∑m
j=1

Fij

1−K(xi,cj)

)2 (26)

c∗+j ←−
∑n

i=1 u∗ijw
∗
i xi∑n

i=1 u∗ijw
∗
i

(27)

As a summary, given n observations of T -dimensional vectors, representing a multi-spectral image, the

recursive clustering process for the generalised SKKHM is described as follows:

1) Randomly initialise the membership w∗i and weight u∗ij functions, i = 1...n and j = 1...m

2) Calculate each T -dimensional cluster centres based on (27), and then update the membership w∗i

and weight u∗ij functions according to (25), (26), respectively.

3) Re-estimate the cost function Q(C), as in (23). Repeat steps 2 and 3, until the cost function

convergences.

4) Finally, the image can be segmented by assigning each T -dimensional pixel xi to cluster j with

the maximum membership value j = argmaxj=1...m(u∗ij).

VI. EXPERIMENTAL STUDY AND ANALYSIS

It is not our intention to compare the proposed SKKHM approach with the numerous image seg-

mentation methods that exist in the literature. However, we will include some experiments to quantify

the performance of the SKKHM algorithm in comparison to other common clustering segmentation

approaches that employ kernel methods and spatial information.

A. Evaluation of SKKHM alone

In this section, we will examine the performance of each additional step in the gradual development

of the SKKHM. In addition, the effect of several parameters on the algorithm’s performance will be

investigated.
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1) General Overview: In the first experiment, the standard “coins” image of the MATLAB v.6.5 Image

Processing Toolbox is used. The cases of no additive noise, additive Gaussian noise of zero mean and

variance 0.001 and “Salt & Pepper” noise of density 0.1 are explored. All input images are scaled to the

range [0, 1]. Figure 1 depicts the segmentation results of the standard K-Means (KM), the K-Harmonic

Means (KHM), the Kernel K-Harmonic Means (KKHM) and the Spatial Kernel K-Harmonic Means

(SKKHM) algorithms for these three cases. The values of σ = 2, β = 1.2, L = 1 and Q = 3 were

used in the experiments. We will also assume that the number of clusters m is known. In this case, we

set m = 2. To quantify the segmentation results, a “ground-truth” segmentation map was created using

hand-labeling and was compared with the segmentation maps created by the algorithms. The ratio of

correctly clustered pixels over the total number of image pixels is also depicted in Figure 1 and the term

Correct Clustering ratio will be used for the rest of the paper.

The KM shows its limitations for effective segmentation especially in the presence of noise. In addition,

the segmentation output is greatly dependent on the initialisation. The results depicted in Figure 1 are an

average example of typical results using the KM. This problem of initialisation is solved in all algorithms

that employ the KHM. The KHM seems to perform favourably in the case of no additive noise, however,

shows its limitations in the case of noise. The introduction of a kernel-based measure seems to impose

no improvement in the case of no additive noise. However, the segmentation results are improved in the

case of Gaussian noise and not very much improved in the case of Salt & pepper noise. Finally, the

proposed SKKHM seems to produce the most accurate segmentation map of all previous versions. The

two types of additive noise are almost completely filtered and the SKKHM gives similar results with the

noiseless image.

2) Investigation of several parameters: The importance of several parameters of the SKKHM algorithm

in its performance is examined in this section. The standard “coins” image is employed again, together

with the two noisy versions that were used in the previous example.

a) Choice of σ in the Radial Basis Function kernel: The choice of the parameter σ in the Radial

Basis Function (RBF) kernel (Eq. (10)) is examined here. As mentioned earlier, σ controls the shape of

the kernel and the suppression to outliers. We calculate the Correct Clustering ratio for each of the three

test images for a range of values 0.01 ≤ σ ≤ 1 using the Kernel-based KHM algorithm. The results are

depicted in Figure 2. The graphs indicate that any choice of σ > 0.3 will guarantee optimal performance

of the algorithm. Therefore, in the following experiments, we set σ = 2.

b) Choice of β in the Markov Random Field function: Here, we investigate the effect of the parameter

β in the definition of the Markov Random Field (MRF) coefficient (Eq. 18). The parameter β controls
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the effects of the MRF in the clustering cost function of the SKKHM algorithm. We used again the

same three input images, set the rest of the SKKHM parameter’s to σ = 2, Q = 3 and measured the

algorithm’s performance for 0.1 ≤ β ≤ 2.5. The results are shown in Figure 3. The choice of β has

almost negligible influence in the algorithm’s performance in the noiseless case, although we get the best

score around a value β = 1.2. The choice of β seems to be more important in the case of noisy input,

especially in the case of “Salt & Pepper” noise. We can see in figure 3 that an optimum in performance

is reached for β around 1.2, which is the typical value that will be used in the following experiments.

c) Choice of neighbourhood size Q: The effect of the neighbourhood size Q in the estimation of the

MRF component Fij (Eq. 18) is investigated here. In a similar fashion, the performance of the SKKHM

is investigated for Q = 3, 5, . . . , 15 for the three input images (σ = 2, β = 1.2). The results are illustrated

in Figure 4. In all cases, it seems that for Q > 3, the algorithm seems to give worse performance than for

Q = 3. Therefore, the optimal neighbourhood size is Q = 3, which is going to be used in the following

experiments.

B. Comparison of SKKHM to other Spatial Clustering approaches

Once the basic properties of the SKKHM are explored, in this section, the proposed algorithm is

compared with similar type of algorithms, based on the Fuzzy C-Means cost function. More specifically,

we implemented the two variants of a Spatial Kernel-based Fuzzy C-Means (SKFCM) approach that

was introduced in [1]. In these approaches, the Fuzzy C-Means cost function is used, instead of the

Harmonic K-Means that is used in our algorithm. The problem of noise and outliers is addressed using

the Radial Basis Function kernel. The spatial information is introduced as an extra constraint in the

FCM cost function. The two variants, proposed in [1], are two different practical implementations of

the imposed spatial constraints. The main difference between this approach and the proposed approach

using Markov Random Fields is that, in the SKFCM case, the spatial information is extracted from the

kernel-based distance between the pixels in the local neighbourhood, whereas in the SKKHM case the

spatial information is extracted only from the membership function uij .

In figure 5, the “coins” image is used again from the previous experiment to compare the performance

of SKKHM to the two variants SKFCM1 and SKFCM2. Two types of noise are used to contaminate

the image, as previously, with the same amount of noise. The parameter values used for SKKHM were

σ = 2, β = 1.2, L = 1 and Q = 3 and for the SKFCM, we used σ = 2, α = 1.5 and Q = 3, as proposed

in [1]. The results are depicted in figure 5, along with the corresponding Correct Clustering Ratio using

a hand-labeled segmentation map. In general, we can see that the three algorithms perform similarly in
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the case of no noise or Gaussian noise. However, the visual evaluation shows that the SKKHM offers

a more connected and coherent segmentation map than the SKFCMs. The major difference lies in the

case of “Salt & Pepper” noise, where the SKKHM features similar performance as previously but the

SKFCMs produce rather noisy segmentation results. This can be due to the different method of extracting

spatial information. It seems that extracting spatial information from the membership function and forcing

neighbouring pixels to have similar membership values is immune even to strong impulsive noise.

To verify the conclusions from the previous experiment, we repeated the same experiment with the

standard “rice” image from the MATLAB Image Processing Toolbox. The results are depicted in figure

6. A similar trend can be observed here. The three schemes perform similarly in the case of no noise

and Gaussian noise in terms of Correct Clustering Ratio. The SKKHM still yields improved visual

clustering results compared to SKFCMs. Again, in the case of “Salt & Pepper” the SKKHM produces

much improved visual and numerical performance, compared to SKFCM1 and SKFCM2.

To quantify the effect of noise level to the algorithms’ performance, we measured the three algorithm’s

performance in the case of various levels of Gaussian and “Salt & Pepper” noise. The experiments were

performed on the “rice” image and the Correct Clustering Ratio was measured in each case. The variance

of Gaussian Noise was set to a range of values from 0 to 0.01 and the density of the “Salt & Pepper”

noise to a range from 0 to 0.1. In figure 7 (left), the performance of the three algorithms in the case of

Gaussian Noise (GN) is depicted and in figure 7 (right) the case of “Salt & Pepper” (SPN) noise. In the

GN case, we can spot a similar decrease in performance with the increasing noise level, however, the

rate of change is similar for all approaches. In figure 7 (right), we can observe that the performance of

the two SKFCM algorithms drops significantly compared to the SKKHM in the case of large SPN.

Finally, in order to test the performance of the three algorithm in the case of a multi-dimensional

setup and more than 2 clusters, we performed segmentation of the image in figure 8. The image was

acquired by a Sony DSC-P10 camera using three objects of different colour. The objective is to use

the RGB color intensity information, in order to segment the image in four different regions (clusters)

m = 4: the background, the mug, the vase and the salt box. We used the generalised SKKHM, as

described previously, and the generalised version of SKFCM1 and SKFCM2. We also performed the

same experiment, in the case of “Salt & Pepper” noise of density 0.05. We used the same values for the

parameters for all algorithms as before. The full set of results is depicted in figure 8. In this case, the

SKKHM seemed to produce much more coherent segmentation maps in both cases. The two SKFCM

algorithms performed reasonably well in the noiseless case, however, they made serious segmentation

mistakes in the noisy case. Two objects were attributed to the same cluster, which implies that impulsive
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noise can mislead the clustering operator rather seriously.

VII. CONCLUSION

In this paper, we have presented a Spatial Kernel-based K-Harmonic Means clustering technique, incor-

porating spatial information from the images. Inheriting the immunity of K-Harmonic means clustering

to initialisation, the new algorithm is less prone to over-segmentation, outliers and noise, compared to

other traditional clustering methods: K-Means (KM), the standard K-Harmonic Means (KHM) and the

standard Fuzzy C-Means. A Gaussian kernel induces less sensitivity to outliers and noise. Incorporating

neighbouring spatial information in the clustering cost function can yield more accurate membership and

weighting functions. The proposed scheme yields encouraging results in the area of image segmentation,

where spatial information is important. Comparison with similar Kernel-based Fuzzy C-Means algorithms

with spatial constraints showed that the proposed approach can produce more coherent segmentation maps

and in addition is less prone to impulsive noise, such as “Salt & Pepper” noise.
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APPENDIX

A. Derivation of the K-Harmonic Means algorithm

The derivative ∂Q(c)/∂cj is calculated as follows:

∂Q(c)
∂cj

=
n∑

i=1

∂

∂cj

m∑m
j=1(xi − cj)−2

=
n∑

i=1

−2m(xi − cj)−3

(∑m
j=1(xi − cj)−2

)2 =
n∑

i=1

−2m(xi − cj)(∑m
j=1

1
dij

)2
d2

ij

(28)

The update for the centre function c+
j is calculated as follows:

∂Q(c)
∂cj

= 0 ⇒
n∑

i=1

−2m(xi − cj)(∑m
j=1

1
dij

)2
d2

ij

= 0 ⇒
n∑

i=1

xi(∑m
j=1

1
dij

)2
d2

ij

= cj

n∑

i=1

1(∑m
j=1

1
dij

)2
d2

ij

⇒ (29)

c+
j ←−

∑n
i=1

xi

d2
ij(
Pm

j=1
1

dij
)2

∑n
i=1

1
d2

ij(
Pm

j=1
1

dij
)2

(30)
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B. Derivation of the Kernel-based K-Harmonic Means algorithm.

The derivative ∂Q(c)/∂cj is calculated as follows:

∂Q(c)
∂cj

=
n∑

i=1

∂

∂cj

2m∑m
j=1(1−K(xi, cj))−1

(31)

=
n∑

i=1

−2m(∑m
j=1(1−K(xi, cj))−1

)2 (1−K(xi, cj))−2K(xi, cj)
2(xi − cj)

σ2
(32)

=
n∑

i=1

−4m
σ2 K(xi, cj)(xi − cj)(∑m

j=1(1−K(xi, cj))−1
)2

(1−K(xi, cj))
2

(33)

(34)

The update for the centre function c+
j is calculated as follows:

∂Q(c)
∂cj

= 0 ⇒ (35)

n∑

i=1

K(xi, cj)xi(∑m
j=1(1−K(xi, cj))−1

)2
(1−K(xi, cj))

2
= cj

n∑

i=1

K(xi, cj)(∑m
j=1(1−K(xi, cj))−1

)2
(1−K(xi, cj))

2
⇒

(36)

c+
j ←−

∑n
i=1

K(xi,cj)xi

(1−K(xi,cj))
2
„Pm

j=1
1

(1−K(xi,cj))

«2

∑n
i=1

K(xi,cj)

(1−K(xi,cj))
2
„Pm

j=1
1

(1−K(xi,cj))

«2

(37)

C. Derivation of the Spatial Kernel-based K-Harmonic Means algorithm.

The derivative ∂Q∗(c)/∂cj for the SKKHM is calculated as follows:

∂Q∗(c)
∂cj

=
n∑

i=1

∂

∂cj

2m∑m
j=1 Fij(1−K(xi, cj))−1

(38)

=
n∑

i=1

−2mFij(∑m
j=1 Fij(1−K(xi, cj))−1

)2 (1−K(xi, cj))−2K(xi, cj)
2(xi − cj)

σ2
(39)

=
n∑

i=1

−4m
σ2 FijK(xi, cj)(xi − cj)(∑m

j=1 Fij(1−K(xi, cj))−1
)2

(1−K(xi, cj))
2

(40)

(41)

The update for the centre function c+
j of the SKKHM is calculated as follows:

∂Q∗(c)
∂cj

= 0 ⇒ (42)

September 1, 2006 DRAFT



IEE PROCEEDINGS VISION, IMAGE AND SIGNAL PROCESSING, VOL. X, NO. X, SEPTEMBER 2006 17

n∑

i=1

FijK(xi, cj)xi(∑m
j=1 Fij(1−K(xi, cj))−1

)2
(1−K(xi, cj))

2
= cj

n∑

i=1

FijK(xi, cj)(∑m
j=1 Fij(1−K(xi, cj))−1

)2
(1−K(xi, cj))

2
⇒

(43)

c+
j ←−

∑n
i=1

FijK(xi,cj)xi

(1−K(xi,cj))
2
„Pm

j=1
Fij

1−K(xi,cj)

«2

∑n
i=1

FijK(xi,cj)

(1−K(xi,cj))
2
„Pm

j=1
Fij

1−K(xi,cj)

«2

(44)

Following a similar methodology as in the Harmonic K-Means, one can derive the expressions for the

membership and the weight function, as in (20) and (22).
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(a) Coins (b) Coins with GN (c) Coins with SPN

(d) KM - 0.9137 (e) KM - 0.8086 (f) KM - 0.8934

(g) KHM - 0.9805 (h) KHM - 0.9644 (i) KHM - 0.9311

(j) KKHM - 0.9805 (k) KKHM - 0.9779 (l) KKHM - 0.9317

(m) SKKHM - 0.9844 (n) SKKHM - 0.9837 (o) SKKHM - 0.9854

Fig. 1. Comparison of segmentation results of the K-Means (KM), K-Harmonic Means (KHM), Kernel K-Harmonic Means

(KKHM) and Spatial Kernel K-Harmonic Means (SKKHM) in the case of no additive, Gaussian (GN) and “Salt & Pepper”

noise (SPN).
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Fig. 2. Performance of KKHM for different values of σ in the case of no additive noise (NN), Gaussian noise (GN) and “salt

& Pepper” noise (SPN).

0.5 1 1.5 2 2.5
0.9

0.91

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.99

1

β

C
or

re
ct

 C
lu

st
er

in
g 

ra
tio

NN
GN
SPN

Fig. 3. Performance of SKKHM for different values of β (Q = 3, σ = 2) in the case of no additive noise (NN), Gaussian

noise (GN) and “salt & Pepper” noise (SPN).
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Fig. 4. Performance of SKKHM for different values of Q (β = 1.2, σ = 2) in the case of no additive noise (NN), Gaussian

noise (GN) and “salt & Pepper” noise (SPN).
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(a) Coins (b) Coins with GN (c) Coins with SPN

(d) SKKHM - 0.9844 (e) SKKHM - 0.9837 (f) SKKHM - 0.9854

(g) SKFCM1 - 0.9818 (h) SKFCM1 - 0.9815 (i) SKFCM1 - 0.9297

(j) SKFCM2 - 0.9822 (k) SKFCM2 - 0.9825 (l) SKFCM2 - 0.9330

Fig. 5. Comparison of segmentation results of the Spatial Kernel K-Harmonic Means (SKKHM) with the two Spatial Kernel-

based Fuzzy C-Means schemes [1] using the “coins” image in the case of no additive, Gaussian (GN) and “Salt & Pepper”

noise (SPN).
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(a) Rice (b) Rice with GN (c) Rice with SPN

(d) SKKHM - 0.9563 (e) SKKHM - 0.9439 (f) SKKHM - 0.9545

(g) SKFCM1 - 0.9628 (h) SKFCM1 - 0.9355 (i) SKFCM1 - 0.9611

(j) SKFCM2 - 0.9586 (k) SKFCM2 - 0.9448 (l) SKFCM2 - 0.9025

Fig. 6. Comparison of segmentation results of the Spatial Kernel K-Harmonic Means (SKKHM) with the two Spatial Kernel-

based Fuzzy C-Means schemes [1] using the “rice” image in the case of no additive, Gaussian (GN) and “Salt & Pepper” noise

(SPN).
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(b) Salt ’n’ Pepper Noise

Fig. 7. Comparison of SKKHM with SKFCM1 and SKFCM2 using the “Rice” image with different levels of Gaussian (left)

and “Salt & Pepper” noise (right).
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(a) Colour scence (b) Colour scene with SPN

(c) SKKHM - 0.9860 (d) SKKHM - 0.9805

(e) SKFCM1 - 0.9672 (f) SKFCM1 - 0.6294

(g) SKFCM2 - 0.9673 (h) SKFCM2 - 0.6623

Fig. 8. Comparison of segmentation results of the Multi-dimensional Spatial Kernel K-Harmonic Means (SKKHM) with the

two Multidimensional Spatial Kernel-based Fuzzy C-Means schemes [1] for a real RGB image in the case of no additive and

“Salt & Pepper” noise (SPN).
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