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Abstract. Prolonged climate change contributes to an increase in the local

concentrations of O3 and PMx in the atmosphere, influencing the seasonality

and duration of air pollution incidents. Air pollution in modern urban centers

such as Athens has a significant impact on human activities such as industry and

transport. During recent years the economic crisis has led to the burning of

timber products for domestic heating, which adds to the burden of the atmo-

sphere with dangerous pollutants. In addition, the topography of an area in

conjunction with the recording of meteorological conditions conducive to

atmospheric pollution, act as catalytic factors in increasing the concentrations of

primary or secondary pollutants. This paper introduces an innovative hybrid

system of predicting air pollutant values (IHAP) using Soft computing tech-

niques. Specifically, Self-Organizing Maps are used to extract hidden knowl-

edge in the raw data of atmospheric recordings and Fuzzy Cognitive Maps are

employed to study the conditions and to analyze the factors associated with the

problem. The system also forecasts future air pollutant values and their risk level

for the urban environment, based on the temperature and rainfall variation as

derived from sixteen CMIP5 climate models for the period 2020–2099.
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1 Introduction

This is an extended version of the paper “Fuzzy cognitive maps for long-term prog-

nosis of the evolution of atmospheric pollution, based on climate change scenarios: The

case of Athens” that was presented in the 8th International Conference on Computa-

tional Collective Intelligence (ICCCI 2016).

In our previous research [2] we have used the available dataset in order to forecast

atmospheric pollution from the fluctuation of temperature and rainfall till 2100. This

was achieved by employing Fuzzy Cognitive Maps and the GFDL_CM 2.0 climate

model. The new elements of this research are the following:

The data have been clustered by using Self Organizing Maps in order to estimate

the values of the meteorological features that have significant contribution to the

atmospheric conditions. The knowledge obtained by the SOM Clustering was used as

input in Fuzzy Cognitive Maps in order to produce forecasts on air pollution. Moreover

in this research we have used sixteen Climate Models and four Climate Scenarios from

the CMIP5 program for the forecast of air pollution based on the fluctuation of tem-

perature and rainfall till 2100. The use of different climate models adds more merit and

credibility to our proposed model.

Finally, steps 1, 2 and 6 of the proposed algorithm are new elements of the

extended paper.

The increase of human population and production processes over the years, has

caused severe negative impacts in the environment, which is often responsible for

harmful effects on the health of living organisms and ecosystems. Atmospheric pol-

lution results in alteration of the structure composition and characteristics of the

atmosphere. Perhaps it is the most typical example of the environmental burden caused

by human activity. Pollutants are either emitted directly into the atmosphere from

activities such as energy production by solid or liquid fuel, transport, industry and

heating and they are known as primary (e.g. CO, NO, NO2, SO2) or they are formed

therein when appropriate meteorological or photochemical conditions exist (secondary

ones) e.g. O3.

Under the influence of certain meteorological features, concentrations of primary or

secondary pollutants are likely to reach critical alarm values that create inappropriate

living conditions, increasing the incidence of cardiovascular and respiratory diseases. It

is usually necessary to carry out an in-depth spatiotemporal analysis of the combined

effect of meteorological conditions that create and maximize the problem, as well as to

search for the interrelationships between the pollutants and the meteorological

parameters. More specifically, temperature, humidity and sunshine are determinants in

the composition of the smog and photochemical clouds, as opposed to rainfall and wind

that contribute to the diffusion and dispersion of pollutants. Smog cloud is formed

when there is high concentration of pollutants in the atmosphere, such as CO, SO2,

PM10, PM2.5, combined with relatively low temperature high humidity and a few hours

of sunshine. The phenomenon is more pronounced during the winter months and

especially in the morning hours. In contrast, photochemical cloud occurs under high

temperatures, long duration-intensity of sunshine, combined with low relative

humidity, high concentration of nitrogen oxides, hydrocarbons and secondary products.
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The chemical composition and nature of the pollutants has been shown to cause res-

piratory problems and can be associated with various forms of cancer. However due to

their large heterogeneity and mechanisms by which they enter or leave the atmosphere,

it is difficult to calculate their exact contributions to the environment and therefore to

calculate their exact effects on human health.

Athens is a characteristic European capital combining Mediterranean climate and

low air quality. The increasing air pollution is caused by factors such as poor urban

planning, urbanization, topography, climate change and recent economic crisis. A pilot

intelligent data mining research of Athens problem, would serve also as a model for

other similar cities of the European South.

Technological evolution is offering a solid background for modeling such phe-

nomena, based on sophisticated systems of artificial intelligence and Machine Learn-

ing. This research introduces an innovative approach, predicting the atmospheric

pollution values with Soft-Computing, based on the most up-to-date specialized and

valid scenarios of Climate Change (CC). The system uses Self Organizing Maps

(SOM) unsupervised learning, for the grouping of primary environmental data related

to the quality of the city’s atmosphere. The knowledge extracted by the intelligent

cluster analysis is employed to create the conditions for the implementation of indi-

vidual Fuzzy Cognitive Maps (FCM) one for each cluster obtained by the SOM. This

methodology allows the study of the conditions related to atmospheric pollution, the

assessment of the problem and its correlation with specialized, realistic situations that

eventually lead to emergencies.

The proposed FCM are based on linear correlations rather than the expert’s opinion,

which allows the modeling of multifactorial systems without any particular constraints.

As a result, future air pollutant values and their degree of risk for the urban environ-

ment of Athens can be predicted based on the temperature and rainfall variation as

derived from sixteen CMIP5 climate models related to the period 2020–2099.

1.1 Literature Review

Significant research efforts have been made towards modeling air quality in medium

sized cities or major urban centers like Athens. However, this has been done using

statistical methods, without taking into serious consideration the effect of the temper-

ature and precipitation fluctuation, due to the 21st century climate change [29].

Important computational research efforts have been carried out recently towards air

pollution modeling. Iliadis et al. [16] have developed Feed Forward Neural Networks

in order to model O3 concentrations in Athens. However, only recently some

researchers have used SOM clustering to analyze the problem in major cities. Patterns

of air quality have been searched for Mexico City by Neme and Hernández [25],

whereas Karatzas and Voukantsis have done the same for the Thessaloniki [18].

Glorennec also applied SOM to forecast O3 peaks [12]. Li and Chou have investigated

spatial variation of air pollution with SOM [21]. Jiang et al. [17] explored the classi-

fication and visualization utility of the SOM in the context of New South Wales

Australia, using gridded geopotential height reanalysis together with multi-site mete-

orological and air quality data for Sydney. Pearce et al. [32] applied SOM for Atlanta
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Georgia, based on daily air quality data related to ten features, aiming to define the

profile of pollutant related day types.

Climate change is the most important environmental risk globally. Our team has

already modeled complex systems related to climate change and its direct impacts

including increased air pollutants concentrations in the atmosphere [2–9, 16]. In an

earlier research [8] we have managed to get a clear and comprehensive view of air

quality in the wider urban center of Athens and in the wider Attica basin. This study was

based on data selected from nine air pollution measuring stations of the area during the

temporal periods (2000–2004, 2005–2008 and 2009–2012). This method was based on

the development of 117 partial ANN whose performance was averaged by using

ensemble learning approaches. The system used fuzzy logic in order to forecast more

efficiently the concentration of each pollutant. A previous research of our team [9], has

used SOM performing clustering of the pollutants. The goal, was to find the most

isolated outliers’ group comprising of extreme values. This specific group has proven to

be the most important, as it contains vital information about the hazardous pollutants and

the meteorological and temporal conditions under which extreme values occur.

The EHF forecasting system [4], allows the prediction of extreme air pollutant values.

Its main advantage is that though it does not need to consider raw values as input, it

manages to operate quite efficiently. The following unsupervised learning algorithms

were employed in this case: SOM, Neural Gas and Fuzzy c-Means clustering.

Bougoudis et al. [6] proposed a novel and flexible hybrid machine learning (ML) system

that combines Semi-Supervised Classification and Semi-Supervised Clustering, in order

to predict air pollutants’ outliers and to study the conditions that favor their high con-

centration. Bougoudis et al. [5] proposed an innovative hybrid system of combined

Machine Learning algorithms. They introduced an ensemble capable of forecasting the

values of air pollutants. This approach improved the accuracy of existing forecasting

models by clustering the data vectors and tracing hidden knowledge.

Gordaliza et al. [13] developed coherent storylines about ordinary people living

under diverse scenarios of low/high CO2. Luiz et al. [22] developed FCM aiming to

understand the viability of Clean Development Mechanism (CDM) projects in South

Africa and how they would influence greenhouse gas (GHG) emissions. Zhang et al.

[38] explored the application of FCM on getting stakeholders’ perspectives and they

employed graph theory indices on quantifying them. Pathinathan and Ponnivalavan

[30] analyzed the hazards of plastic pollution using Induced IFCM. IFCMs are a fuzzy-

graph modeling approach based on expert’s opinion. Amer et al. [1] developed three

future scenarios using FCM for the national wind energy sector of a developing

country. Mesa-Frias et al. [23] developed a novel method based also on FCM to

quantify the framing assumptions in the assessment of health impact. Fons et al. [10]

proposed a conceptual model of an eco-industrial park and employed FCM to analyze

the impacts of this model in terms of pollution and waste disposal. Papageorgiou and

Salmeron [27, 28] surveyed the methods and learning algorithms of FCMs applied to

modeling and decision-making tasks.

Mourhir et al. [24] presented the rational and design of a methodology to support

Integrated Environmental Assessment using the DPSIR (Driving Forces-Pressures-

State-Impact-Response) causal-effect framework and non-monotonic FCM. The

methodology was based on key pillars in environmental management, namely
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connecting the socioeconomic and the natural environment dimensions into a policy

oriented context. Paz-Ortiz and García [31] constructed a collective FCM for the

qualitative simulation of the earth climate system. The map was developed by con-

sidering the subsystems on which the climate equilibrium depends, and by aggregating

different expert’s opinions over this framework. The linguistic variables were used to

fuzzify the edges. Fuzzy aggregation T-Norms were used to produce overall linguistic

weights. The obtained outcome was defuzzified using the center of gravity technique

and the current state of the earth climate system was simulated and discussed. Finally, a

nonlinear Hebbian learning algorithm was used for updating the edges of the map until

a desired state was reached. García and Ortiz [11] developed a Soft Computing model

for the qualitative analysis of the earth’s climate system dynamics throughout the

implementation of FCM. For this purpose, they have identified the subsystems in terms

of which the dynamics of the whole system can be described. Then, with these concepts

they have built a FCM via the study of the documented relations among these concepts.

Once the map was built, they used the technique of state vector and the adjacent matrix

to find the hidden patterns, i.e. the feedback processes among system’s nodes. Later on,

they explored the sensitivity of the model to changes in the weights, and to changes in

the input data values. Finally, they used fuzzy edges to analyze the causality flux

among concepts and to explore possible solutions applied in specific edges.

Tamas et al. [36] have developed air quality forecasting models using ML methods

applied to hourly concentrations of O3, NO2 and PM10 24 h ahead. Multilayer Per-

ceptrons (MLP) were hybridized with hierarchical clustering and with a combination of

SOM and k-means clustering (KMC). Clustering methods were used to subdivide the

dataset, and then a MLP was trained on each subset. Khedairia and Khadir [19]

proposed clustering performed in two stages based on a combination of SOM and

KMC algorithms. The obtained five meteorological clusters were used to better elu-

cidate the dependency of meteorology on air quality in the presence of seven measured

pollutants. Olej and Hájek [26] have presented a model for air quality classification of

districts into classes according to their pollution, based on Kohonen’s SOM and on

intuitionistic fuzzy sets. Hájek and Olej [14] designed a model which combines SOM,

KMC and classification performed by Learning Vector Quantization neural networks.

Therefore, the model generates well-separated clusters and has good generalization

ability as well.

1.2 Motivation and Innovative Elements of This Research

Looking at the literature more thoroughly and analytically, we have reached the fol-

lowing conclusions: The SOM and KMC algorithms have been used in many surveys,

to classify or cluster raw meteorological and atmospheric data. Fuzzy Cognitive Maps

(FCM) and Artificial Neural Networks (ANN) have been employed to construct hybrid

forecasting models, based on meteorological parameters. However, there is lack of a

holistic approach to address the environmental problem. To the best of our knowledge

FCM combined with SOM have not been used in the literature towards air pollutants’

clustering and forecasting based on meteorological data and on Climate change models.

Clustering of data in this research, helps to determine the values of the meteoro-

logical features that affect the atmospheric conditions in Athens and to isolate and
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identify potential future extreme values. The features of each cluster are interconnected

with synapses in a FCM towards air pollution concentrations’ forecasting. This fore-

casting is based on temperature and rainfall fluctuations, using 16 Climate Models of

the CMIP5 program for the period 2020–2099.

This in-depth study, strengthens civil protection mechanisms by serving as a tool

for informing public bodies (Ministry of the Environment, Regions, Municipalities) on

the potential days of adverse meteorological conditions favoring increased concentra-

tions of pollutants in the atmosphere. An important target of the present study is to

inform hospitals promptly to properly manage the potential increased import of

patients, by providing the required number of beds and medical supplies plus spe-

cialized medical and nursing staff.

The innovation of this research is based on the development of an information

system that uses a hybrid Soft Computing model to classify and predict atmospheric

data in Athens. Additionally, projection into the future by determining changes in the

concentrations of air pollutants based on Climate change models, can lead to pre-

emptive measures-actions towards citizens’ protection. It can also contribute to the

design of long term improvement of offered health services.

A major innovation introduced herein is FCM modeling which is based solely on

measurable factors, arising from the correlation analysis between raw values of the

involved parameters and not on the subjective experts’ opinion that is the typical

practice. This adds credibility and reliability to the overall system.

In addition, innovation appears in the use of unsupervised learning to isolate the

representative values of the parameters under consideration that enables forecasting of

future pollutants’ concentrations.

1.3 Data

The data come from the “Patissia” area in the center of Athens. Relativity FCM

analysis was performed for this station, for the period 2000 to 2012, aiming to obtain a

symbolic representation of existing complex correlations between the pollutants and

other features. The above station is used to store hourly values of CO (in mg/m3) plus

(NO, NO2, O3 and SO2 in lg/m
3) [5]. It is well known for its consistency and reliability

as it has the fewest missing values in the Attica basin [5]. The topography of Athens

prevents the diffusion of pollutants. “Patissia” is a heavy traffic area and this is the

reason of its high air pollution concentrations. Additionally, records related to the

following meteorological factors namely: air temperature (AT), relative humidity (RH),

air pressure (PR), solar radiation (SR), wind speed (WS) wind direction (WD) and

atmospheric precipitation (AP) were obtained from the station of “Thiseion” near the

Acropolis 9 km away from the sea.

During data pre-processing all records with missing values for one or more

parameters were removed. Outliers are very important as they are always considered

for the activation of the civil protection mechanisms. For this reason, they were not

removed from the datasets in order to obtain representative training samples offering

potential generalization in future forecasting models. Finally in order to tackle the

problem of features with different range, in which the higher values most affect the cost

function with respect to the characteristics of the smaller ones without being more
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important, a normalization of the data vectors was performed in the interval [−1, +1] by

employing the following Eq. 1:

Yi ¼ Xi �
�X

r
ð1Þ

where �X is the average value of each feature and r is the standard deviation.

2 Theoretical Background

2.1 Self-organizing Maps

Self-Organizing Maps is an algorithm of competitive learning developed by Kohonen

[20]. A SOM includes the Input layer and the layer with the competing neurons which

are organized in a 2-D lattice like in Fig. 1. Each one of them is characterized by a

weight vector Wi = (wil, … , wid)
T. When an input vector Xi ¼ ðx1; . . .; xdÞ

T
x 2 R is

introduced, the lattice neurons complete each other and the winning neuron (WINE)

m is obtained. Its vector Wm appears to have the highest similarity with vector Xi.

Thus SOM depict an input Xi of dimension d, at the coordinates of the grid Rm = (zm1,

zm2)
T [15, 20].

In order to group the data, a self-organization map is formed, initializing the

weights Wi = (wil, … , wid)
T with small values randomly produced by a random

number generator function. The next algorithmic steps follow:

• Competition. For each training sample Xn the lattice neurons estimate the respective

value of the similarity function using the Euclidean distance between the input

vector Xi ¼ ðx1; . . .; xdÞ
T
x 2 R and the weight vector Wi = (wil, … , wid)

T of the

competing neurons. The neuron with the highest similarity is the winner.

Fig. 1. Self-Organizing Map with d inputs and 2-dimensions lattice m1 � m2
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• Cooperation. The WINE i delimits its topological neighborhood hj,i (around the

surrounding neurons) which is a function of dj,i which is the distance between the

winning neuron i and neuron j. The neighborhood is symmetric to the WINE.

The following Gaussian function 2 is used to perform the clustering:

hj;iðxÞ ¼ exp �
d2j;i

2r2

 !

ð2Þ

where r is the effective width of the topological neighborhood which determines the

extent to which the neurons in the neighborhood of the winner are involved in the

process. This parameter is reduced exponentially in every epoch n, based on the

following function 3.

rðnÞ ¼ r0 exp �
n

s1

� �

; n ¼ 0; 1; 2; . . . ð3Þ

The parameter r0 is the initial value of the active width and the value of s1 is given

by the following Eq. 4:

s1 ¼
n0

lnðr0Þ
ð4Þ

Considering a 2-D lattice, we have assigned the value of its radius to the initial

value of the active width r0 whereas

s1 ¼
1000

logr0

ð5Þ

• Synaptic Adaption. At this last stage of the training process, we have been updating

the weights of neurons on the competitive level. The change metric is given by

Eq. 6:

Dwj ¼ ghj;iðxÞðx� wjÞ ð6Þ

The index i is used to denote the winner and j is a neuron in its neighborhood.

Given the weight vector Wj(n) for a certain point in time n, we estimated the new

vector for the time stamp n + 1 from the following function 7:

wjðnþ 1Þ ¼ wjðnÞþgðnÞhj;iðxÞðnÞðxðnÞ � wjðnÞÞ ð7Þ
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From the above relationship it follows that the learning rate n starts from a value

around 0.1 and decreases gradually to the value of 0.01. These values were achieved

according to the function 8 below:

gðnÞ ¼ g0 exp �
n

s2

� �

ð4Þ n ¼ 0; 1; 2; . . .; withg0 ¼ 0:1 and s2 ¼ 1000 ð8Þ

It should be stated that s2 is given by Eq. 9 accordingly:

s2 ¼
n0

ln 100 � g0ð Þ
ð9Þ

where n0 is the number of iterations of the layout phase, η0 is the initial learning rate

and r0 is given by the following Eq. 10.

r0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

w2 þ h2
p

ð10Þ

It should be clarified that w and h are the length and the height of the 2-D lattice

respectively.

2.2 Fuzzy Cognitive Maps

Unlike the majority of complex dynamic systems characterized by nonlinearity and

great uncertainty, vague cognitive maps utilize advanced learning techniques to select

appropriate weights for causal links between the variables examined. This is done in

order to capture the problem with absolute realism. By combining the theoretical

background of fuzzy logic, they cover the needs of comparing and characterizing

reference sets, solving and modeling complex problems for which there is no exact

mathematical model. In the fuzzy cognitive map model, the nodes are interconnected

with edges. The direction of the edge implies which node affects which, with the sign

of the causality relationship being positive if there is a direct relationship of influence,

negative if there is an inverse relation of influence and zero if the two nodes are

uncorrelated. Cases of causality that are typically determined by experts are described

using fuzzy Linguistic variables and they are fuzzified by using fuzzy membership

functions in the real interval [−1, 1] [27, 28, 34, 37].

2.3 Correlation Analysis

In order to test the existence of a linear relationship between meteorological parameters

and atmospheric pollutants, the relativity analysis was used with the Pearson (r) para-

metric correlation coefficient method.
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The Pearson linear correlation coefficient of two variables X and Y is defined on the

basis of a sample of n pairs of observations (xi, yi) i = 1, 2, … , n and it is denoted as r

(X, Y) or more simply as r. It is estimated by the following Eqs. 11–15:

r ¼
sxy

sxsy
ð11Þ

Sxy ¼ CovðX; YÞ ¼

Pv
i¼1 xi � �xð Þ yi � �yð Þ

v� 1
¼

Pv
i¼1 xiyi � v�x�y

v� 1
ð12Þ

sx ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

v� 1

Xv

i¼1
xi � �xð Þ2

r

ð13Þ

sy ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

v� 1

Xv

i¼1
yi � �yð Þ2

r

ð14Þ

r ¼
sxy

sxsy
¼

Pv
i¼1 xi � �xð Þ yi � �yð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pv
i¼1 xi � �xð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pv
i¼1 yi � �yð Þ2

q ¼

Pv
i¼1 xiyi � v�x�y

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pv
i¼1 x

2
i � v�x2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pv
i¼1 y

2
i � v�y2

p

ð15Þ

The correlation coefficient is a pure number and it always takes real values in the

interval [−1, 1]. More specifically, when 0\r� 1, X, � are positively linearly cor-

related whereas when �1\r\0, then X, � are negatively correlated. If r = 0, there is

no linear correlation [33].

2.4 Climate Change Scenarios

Climate change is the most crucial environmental problem of the century. Our team has

already modeled complex systems related to climate change and its direct impacts

including increased air pollutants concentrations in the atmosphere [2–9]. The Inter-

governmental committee named “Committee International Panel on Climate Change”

(IPCC) which deals with the assessment of climate change is an international scientific

body which until today has published five reports. The aim of the program (CMIP5)

that was defined in the 5th Assessment Report on Climate Change (IPCC-AR5,

Assessment Report 5) was the design of climate models, aiming to estimate future

climatic changes both in the short and in the long range. This objective is achieved by

using Earth System Models (ESM) and global climate ocean-atmosphere coupling

models “Atmospheric-Ocean General Circulation Models” (AOGCMs).

The latest report (AR5) finds significant improvement in the models to analyze

mechanisms of temperature and precipitation, in the study of anthropogenic impact on

the environment and in the study of the biochemical cycles. According to the report,

four future scenarios of Greenhouse Gases (GHGs) concentration in the atmosphere

have been developed. These scenarios are known in the literature under the RCPs

acronym “Representative Concentration Pathways”.
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Based on the RCP2.6 scenario, a small increase in the emissions of greenhouse

gases till the mid of the decade, would result in an increase of the solar radiation

(SR) as high as 3 W/m2 by 2050 and then in a decrease to the level of 2.6 W/m2 by

2100.

According to the scenarios RCP4.5 and RCP6.0, a moderate increase in the

greenhouse gases emissions, would result in the increase of SR. In RCP4.5 the solar

radiation values stabilize at about 4.5 W/m2 before 2100 and respectively in the

RCP6.0 they are stabilized at 6.0 W/m2 after 2100.

Finally, in the most extreme scenario (RCP8.5) with rapid and continuous increase

of the GHGs the SR rises as high as 8.5 W/m2 and continues to rise after 2100. The

climate models bcc_csm1_1, bcc_ csm1_1_m, ccsm4, cesm1_cam5, csiro_mk3_6_0,

fio_esm, gfdl_cm3, gfdl_esm2m, giss_e2_h, giss_e2_r, ipsl_cm5a_mr, miroc_esm,

miroc_esm_chem, miroc5, mri_cgcm3, noresm1_m of the CMIP5 project were

employed in this research, as the most modern and reliable for finding changes in

temperature and precipitation for the time period 2020–2099 [35].

3 Description of the Proposed Model

The basic methodology of grouping the atmospheric pollution and the meteorological

parameters as well as predicting the risk of air quality includes 5 distinct stages

(Clustering, Modeling, Grid, Scenarios, and Forecasting) with individual algorithmic

steps as shown in the following flowchart. The following chapter presents the analysis

of the distinct algorithmic steps.

Step 1 (Clustering): In the first stage, the unsupervised learning algorithm SOM was

used to group meteorological data and pollutants into clusters. In this way, similar data

with common features is grouped together. The process resulted in 4 clusters with 39%

of the data assigned to cluster0, 20% to cluster1, 14% to cluster2 and the remaining

27% to the fourth cluster Cluster3. Statistical analysis and presentation of the threshold

values of the involved parameters for each cluster are presented in Table 1 below.

Table 1. Statistical analysis of the clusters

Parameters Values Cluster 0 Cluster 1 Cluster 2 Cluster 3

CO Min 0.1 0.1 0.1 0.1

CO Max 11.5 7.8 5.3 8.3

CO Std. dev 0.8059 0.5511 0.4888 0.7152

NO Min 1 1 1 1

NO Max 447 393 312 382

NO Std. dev 39.2074 27.6837 24.6888 31.4461

NO2 Min 1 1 1 1

NO2 Max 173 289 287 353

NO2 Std. dev 24.0349 33.2698 28.4048 26.3124

O3 Min 1 1 1 1

(continued)
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In our survey, the inputs to the network are meteorological and pollution data

related to the period 2000–2012. This data were divided into four clusters in which the

observations within each cluster are homogeneous (they have great similarity and short

distance to each other) while the observations of the different clusters differ signifi-

cantly. Each cluster contains values of different risk level (low, medium, high, and

extreme) regarding the involved parameters as shown in Table 1. The above process

leads to the choice of the cluster that contains the highest percentage of values forming

the proper meteorological and atmospheric conditions that are the most typical for

decision making regarding the risk in the center of Athens.

Table 1. (continued)

Parameters Values Cluster 0 Cluster 1 Cluster 2 Cluster 3

O3 Max 183 246 284 175

O3 Std. dev 31.7274 40.2581 39.3866 32.729

SO2 Min 2 2 2 2

SO2 Max 213 272 227 220

SO2 Std. dev 12.6625 20.364 14.1864 12.8126

AT Min −2 −2.7 −3.3 −1.21

AT Max 35.3 41.1 41.33 36.3

AT Std. dev 6.7545 6.9845 7.5879 6.1947

RH Min 14 13 8 18

RH Max 99 96 94 99

RH Std. dev 14.1309 14.194 14.8345 13.5708

PR Min 984.71 983.1 986.05 982.1

PR Max 1025.64 1021.38 1025.51 1021.64

PR Std. dev 6.1807 5.3403 5.317 5.687

SR Min 0 0 0 0

SR Max 551 1040.15 1041.85 565.4

SR Std. dev 61.5099 252.7237 270.8435 76.3638

SUN Min 0 0 0 0

SUN Max 1 1.65 1.1 0.72

SUN Std. dev 0.1148 0.1921 0.2099 0.0896

WS Min 0 0.4 0 0.4

WS Max 17.7 14.6 15.7 16.8

WS Std. dev 2.5324 1.824 2.7661 1.8201

WD Min 0 5 0 6

WD Max 8 16 11 16

WD Std. dev 1.5179 11.2529 2.8832 11.4951

AP Min 0 0 0 0

AP Max 52.3 3 1.5 39.8

AP Std. dev 0.8784 0.037 0.0225 0.806
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Step 2: Selection of the most representative cluster that will be the most descriptive of

the state of meteorological conditions and atmospheric pollution for the period 2000–

2012.

From the statistical analysis performed it was observed that clusters 1 and 2 have

very low atmospheric precipitation values. For example, the highest atmospheric

precipitation for cluster 1 equals to 3 mm. In addition, clusters 1 and 2 do not have a

representative sample of CO, NO concentrations and they have many extreme values

related to temperature, O3, solar radiation, and sunshine. The precipitation values

contained therein indicate the existence of drought as well as inverse relationship to the

extreme values of the above parameters. In addition, the average values of O3, tem-

perature, sunlight and sunshine, exceeded the average of the 2000–2012 by far. This

means that these clusters have accumulated extreme values, making them unable to

realistically reflect the typical atmospheric conditions of Athens. Thus, they are

unsuitable to be selected as the representative ones for the assessment of future pol-

lutants concentrations evolution due to climate change that will cause a serious tem-

perature increase and atmospheric precipitation decrease.

As far as clusters 0 and 3 are concerned, they account for the largest share of all

data (66%) for the period 2000–2012. In order to select the most suitable cluster, it was

particularly important that its values should contain a large percentage of the extreme

atmospheric conditions. Also, the average values included should not be significantly

different from the average of the period 2000–2012.

That is, the values of the selected cluster must not be limited to extreme climatic

conditions but they should contain a representative range that will realistically reflect

the overall climate and the concentrations of pollutants in the area.

Based on Table 2, the information that helped us select cluster3 as the most rep-

resentative is that the average temperature is just 1.5 °C different than the average

temperature values of the period 2000–2012, as opposed to cluster0 that is differenti-

ated by 3.5 °C. The cluster3 therefore includes a wider range of temperature differences

that significantly affect the values of the remaining related features. On the other hand,

both clusters contain recordings with mild and moderate precipitation intensity as well

as high precipitation values. Therefore, apart from the average, the deviation (range and

standard deviation) of temperature and atmospheric precipitation was particularly

important for the selection of the appropriate cluster (Tables 1 and 2). Climate simu-

lation by the use of climate models and scenarios is entirely based on changes in

temperature and atmospheric precipitation, which are considered as determinants of the

influence of atmospheric conditions.

Table 2. Average of each parameter in each cluster

CO NO NO2 O3 SO2 AT RH PR SR SUN WS WD AP

2000–

2012

0.73 16.2 40.7 55.2 12.2 18.8 63.2 1003.5 189.3 0.33 3.3 6.7 464.7

Cluster0 0.85 19.5 39.7 40 10.9 15.33 70.3 1005.6 23.3 0.03 2.9 2.43 699.4

Cluster1 0.62 15 45.1 75.3 17.5 23.28 52.8 1002.1 494.6 0.90 3.5 11.3 1.85

Cluster2 0.51 11 30.7 80.7 11.7 24.8 46.7 1003.8 504.2 0.89 4.7 2.9 0.96

Cluster3 0.77 15.1 44 48.3 10.4 17.38 69.6 1001.4 31.2 0.03 2.6 11.5 711.2
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In the second stage (Modeling), all associated parameters of the selected cluster,

which were interconnected with synapses, were added and named in order to create the

causative negative or positive correlations.

The correlations fuzzification that is the description of any interconnection with

Linguistic terms, was made by selecting six fuzzy sets: three positives (low positive,

middle positive (+), high positive (+++)) and three negatives, Negative (−), middle

negative (−−), high negative (−−−)), representing the fuzzy weights (Table 3).

Step 3: Application of the Correlation Analysis method to calculate the potential linear

correlation between the variables examined, namely: Carbon Monoxide (CO), Nitrogen

Monoxide (NO), Nitrogen Dioxide (NO2), Ozone (O3), Sulfur Dioxide (SO2) Air

Temperature (AT), Humidity (RH), Atmospheric Pressure (PR), Solar Radiation (SR),

Sunshine (SUN), Wind Speed (WS), Wind Direction (WD) and Atmospheric Precip-

itation (AP) (see Table 4).

Table 3. Effect and Value of six Linguistics which correspond to fuzzy weights

Effect Value

High positive (+++) 1

Middle positive (++) 0.5

Low positive (+) 0.25

Low negative (−) −0.25

Middle negative (−−) −0.5

High negative (−−−) −1

Table 4. Correlation values of the involved features

CO NO NO2 O3 SO2 AT RH PR SR SUN WS WD AP

CO 1 0.87 0.63 −0.59 0.36 −0.19 0.22 0.2 0 −0.01 −0.21 −0.16 −0.02

NO 0.87 1 0.48 −0.48 0.44 −0.21 0.21 0.17 0.08 0.04 −0.15 −0.09 −0.02

NO2 0.63 0.48 1 −0.62 0.34 −0.03 0.16 0.23 0.03 0.02 −0.31 −0.22 −0.03

O3 −0.59 −0.48 −0.62 1 −0.24 0.4 −0.47 −0.2 0.01 0.02 0.21 0.09 −0.02

SO2 0.36 0.44 0.34 −0.24 1 −0.26 −0.07 0.19 0.14 0.08 −0.06 0.04 −0.04

AT −0.19 −0.21 −0.03 0.4 −0.26 1 −0.39 −0.26 −0.02 0.01 −0.1 −0.17 −0.05

RH 0.22 0.21 0.16 −0.47 −0.07 −0.39 1 0.06 −0.03 −0.02 −0.09 −0.11 0.17

PR 0.2 0.17 0.23 −0.2 0.19 −0.26 0.06 1 −0.01 0.02 −0.26 0.08 −0.07

SR 0 0.08 0.03 0.01 0.14 −0.02 −0.03 −0.01 1 0.32 0.12 −0.01 −0.01

SUN −0.01 0.04 0.02 0.02 0.08 0.01 −0.02 0.02 0.32 1 0.05 −0.01 −0.02

WS −0.21 −0.15 −0.31 0.21 −0.06 −0.1 −0.09 −0.26 0.12 0.05 1 −0.16 0.04

WD −0.16 −0.09 −0.22 0.09 0.04 −0.17 −0.11 0.08 −0.01 −0.01 −0.16 1 −0.01

AP −0.02 −0.02 −0.03 −0.02 −0.04 −0.05 0.17 −0.07 −0.01 −0.02 0.04 −0.01 1
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Step 4: Partitioning of the selected cluster variables into negative and positive cor-

relations, by fuzzifying the crisp numerical correlation values with three triangular

membership functions. In this way Linguistics are assigned to the correlations.

Table 5 analytically presents the fuzzification of the correlations of the examined

variables that emerged after the Correlation Analysis process.

Step 5 (Grid): The third stage involves the design of FCM by introducing and

interconnecting all associated variables of the selected cluster, based on the Linguistic

correlations that occurred after the fuzzification of the numerical values. The FCM

node interaction simulation algorithm was implemented by performing iterative esti-

mations of a new value for each node in every step. The new value depends on the

values of the nodes that start edges and point to it, but also on the weight of the acne

that joins them. Transfer functions were used to transform the result of the sum of the

products of node activation levels. In this way, the new value of each node and the

corresponding weight of the edge connecting were calculated. This is practically the

approach used to translate the actual value of each variable of the model to the interval

[−1, 1]. The negative type of influence is depicted with an orange color and the positive

with a blue color. The degree of influence depends on the thickness of each line. The

higher the influence the thicker is the line [2]. The FCM of Fig. 2 above presents the

degree of influence between Air Temperature (AT), Atmospheric Precipitation

(AP) and Air Pollutants (Table 6).

Table 5. Fuzzification of the correlation analysis with proper Linguistics

CO NO NO2 O3 SO2 AT RH PR SR SUN WS WD AP

CO 1 +++ ++ −−− ++ −− ++ + − − −− −− −

NO +++ 1 ++ −−− ++ −− + + + + − − −

NO2 ++ ++ 1 −−− ++ − + ++ + + −− −− −

O3 −−− −−− −−− 1 −− ++ −−− −− + + + + −

SO2 ++ ++ ++ −− 1 −− − + + + − + −

AT −− −− − ++ −− 1 −− −− − + − −− −

RH ++ + + −−− − −− 1 + − − − − +

PR + + ++ −− + −− + 1 − + −− + −

SR − + + + + − − − 1 ++ + − −

SUN − + + + + + − + ++ 1 + − −

WS −− − −− + − − − −− + + 1 −− +

WD −− − −− + + −− − + − − −− 1 −

AP − − − − − − + − − − + − 1
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Step 6 (Scenarios): The fourth stage includes the fuzzification of the temperature and

atmospheric precipitation change for the period 2020 to 2099 emerging from the six-

teen CMIP5 climatic models, as well as extensive testing of the four climate change

scenarios (Fig. 3).

Step 7: Partitioning of scenario variables based on changes in temperature and

atmospheric precipitation of sixteen climatic models, as well as fuzzification of the

crisp numerical values, with the creation of 12 triangular fuzzy membership functions

(FMF). The FMF constructed were related to temperature variations and cover the

interval from 0 °C to +7.6 °C, which is also the highest temperature increase for the

area under consideration for that period. Numerical values were fuzzified using four

triangular FMF and eight semi-triangular ones (S-FMF). Two FMF and four S-FMF

were related to temperature changes in the closed interval [0, + 7.64] °C.

Fig. 2. FCM between air temperature, atmospheric precipitation and air pollutants (Color figure

online)

Table 6. The degree of influence between air temperature, atmospheric precipitation and air

pollutants

CO NO NO2 O3 SO2 AT AP

AT −− −− − ++ −− 1 −

AP − − − − − − 1
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The first S-FMF, the FMF and the next S-FMF refer to the interval [0, 3.82 °C

(median)]. These FMF correspond to the fuzzy sets: low negative (−), middle negative

(−−), high negative (−−−), whereas the linguistic high negative (−−−) contains values

close to the smallest estimated change. The next S-FMF, the FMF and the last S-FMF

Fig. 3. Flowchart of the proposed model
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refer to the interval [3.82 (median), 7.64 (the highest °C fluctuation based on the most

extreme scenario)]. These FMF correspond to the low positive (+), middle positive

(++), high positive (+++), with the high positive (+++) being close to the maximum

temperature change.

In the same way, two FMF and four S-FMF were developed for the atmospheric

precipitation with crisp values in the interval [0, −544.64 mm].

Due to the fact that atmospheric precipitation appears reduced in the future values,

the first S-FMF, the FMF and the last S-FMF cover the atmospheric precipitation

reduction in the interval [−272.32, −544.64 mm] which corresponds to high atmo-

spheric precipitation reduction. The next S-FMF, the FMF and the last S-FMF were

used for the smaller changes [0, −272.32 (median)] mm which correspond to the fuzzy

sets low positive (+), middle positive (++), high positive (+++), with high positive

(+++) declaring the zero decrease of atmospheric precipitation (0 mm) (Table 7).

Extensive tests of scenarios have been carried out on the basis of changes in

temperature and atmospheric precipitation and on their impact on the quality of the

atmosphere in Athens. The fuzzy Linguistics produced by the use of climate change

scenarios, were defuzzified in order to forecast the air pollutants’ potential future crisp

values. In this way, we have performed a projection in the distant future for the

problem of environmental degradation due to air pollution.

Step 8 (Forecasting): In the fifth stage, the defuzzification procedure is performed to

produce the crisp arithmetic values from the fuzzy sets that have been generated

previously. The centroid defuzzification method was used, according to which the

center of gravity of the distribution of the fuzzy set was calculated by the following

Eq. 16:

x ¼

R

x � lðxÞdx
R

lðxÞdx
ð16Þ

Table 7. FMF and S-FMF boundaries (Air Temperature, Atmospheric Precipitation)

Fuzzy Sets corresponding to

temperature and Atmospheric

precipitation changes

FMF and S-FMF

boundaries in the closed

interval [0, + 7.64] °C

FMF and S-FMF

boundaries in the closed

interval [0, −544.64] mm

−−− (S-FMF) 0 1.528 −544.64 −435.7

−− (FMF) 0.382 1.91 3.438 −517.4 −408.5 −299.6

− (S-FMF) 2.292 3.82 −381.2 −272.32

+ (S-FMF) 3.82 5.348 −272.32 −163.4

++ (FMF) 4.202 5.73 7.258 −245.1 −136.2 −27.28

+++ (S-FMF) 6.112 7.64 −108.9 0
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Step 9: Predicting future pollutant values is based on the amount of relative change of

each parameter as a result of the following Eq. 17:

Relative Change ¼
FutureValue� InitialValue

InitialValue
ð17Þ

4 Results and Discussion

After extensive testing has been carried out on multiple climate models and scenarios

and all possible cases of change in temperature and atmospheric precipitation have

been examined, the relevant changes to the pollutants under consideration are shown in

Table 8. Finally, 10 different scenarios result from the combination of temperature and

atmospheric precipitation change by 2099. Table 8 presents the historical values of the

parameters for the period 2000–2012.

4.1 Description of the Ten Scenarios

Several scenarios were used to reduce the uncertainties related to the different con-

figurations used by the distinct climate models. The results produced by a set of

simulations of various climate models and scenarios of greenhouse gas emissions were

analyzed aiming to lead to a reliable approach of precipitation and temperature changes

estimation. Based on these scenarios, we cannot precisely verify long-term climate

changes, but it is necessary to study the models that have been widely accepted by the

scientific community and oversee the evolution of the impact of climate change on the

quality of life and the environment.

The ten scenarios presented represent the time-period 2080–2099 where the most

rapid changes in the climate are expected, applying the most extreme climate change

scenario RCP8.5 to all climate models. Specifically, Table 8 shows a detailed pre-

sentation of the temperature and atmospheric precipitation fluctuations in each scenario

as well as the relative changes in the estimated concentrations of the pollutants.

Looking at a detailed presentation of the most significant changes observed, it is

evident that a rise in temperature up to the value of (+3.82 °C), coupled with a

reduction in millimeters of atmospheric precipitation to a value of (−272.32 mm),

contributes significantly towards the increase in all primary pollutants, while reducing

secondary pollutants such as O3 (ID1).

Also, a temperature increase, up to the median value of (+3.82 °C) combined with a

great reduction in millimeters of atmospheric precipitation (−415.94 mm) contributes

to the increase of all pollutants, while O3 remains unchanged (ID2).

A slight increase in temperature above the value of median (from 4.15 °C to

4.47 °C), combined with a large reduction in millimeters of atmospheric precipitation

(from −370.95 mm to −544.64 mm), contributes to the increase in all pollutants (ID4,

ID10).
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Temperature changes of approximately (+2 °C) much lower than the median,

combined with a moderate decrease of atmospheric precipitation millimeters (from

−325.15 mm to −371.57 mm) contribute to the increase of all pollutants except O3

(ID5, ID8).

The highest positive relative change in the values of pollutants (CO, NO, NO2,

SO2) is observed in the ID5 scenario. According to ID5, all pollutants will increase

significantly whereas O3 will show a slight decrease. On the other hand, according to

scenarios ID6, ID7 a moderate and rapid temperature increase, irrespective of mil-

limeters of atmospheric precipitation, will contribute to a significant reduction in

concentrations of all pollutants as opposed to significantly increased O3.

The ID6 scenario shows the largest positive relative change in O3 values and is

considered the most extreme scenario as it predicts a particularly significant increase in

temperature and O3 affecting the morbidity and mortality of residents of an urban center

such as Athens.

According to scenarios ID1, ID5 and ID8 the temperature will be lower than the

mean value and it will not increase significantly compared to the historical data for the

period 2000–2012. However, there will be a significant increase in CO, NO, NO2, SO2

whereas O3 will remain unchanged.

It is observed that there is an inverse relationship to the variation of CO, NO, NO2,

SO2 and O3 which is determined by the temperature. When the temperature increases

the values of CO, NO, NO2, SO2 decrease whereas O3 increases and vice versa.

The last twenty years of the 21st century, are of great interest (2080–2099) in which

two extreme scenarios are observed. In the ID6 scenario the temperature will show an

increase of 44% (7.64 °C, high positive (+++)) and the rainfall will decrease by 61%

(−432.79 mm, medium negative (−−))

Table 8. Relative changes of air pollutants based of the climate change scenarios

ID AT AP CO NO NO2 O3 SO2

2000-2012

2080-2099

1 

17.38

low negative

(+3.23)( )

)

O C

711.18mm

low negative

(-315.94 mm)

48.28

0.05

10.44

0.03

0.77

0.03

15.13

-0.01

44.01

0.05

2 low negative

(+2.96) O C

medium negative

(-415.94) mm

0.05 0.04 0.04 0 0.06

3 medium positive

(+5.25)

medium negative

(-392.55) mm

-0.02 0 0.01 0.02 0 

4

5 

low positive

(+4.15) C 

medium negative

high negative

(-544.64) mm

medium negative

0.03

0.07

0.03

0.05

0.04

0.05

0.01

-0.01

0.05

0.07

6 

(+1.93) C

high positive

(-371.57) mm

medium negative -0.09 -0.06 -0.03 0.05 -0.05

7 

8 

9 

10

(+7.64) C

medium positive

(+5.85)

medium negative

(+2.11) C 

low positive

(+4.54)

low positive

(+4.36) C

(-432.79) mm

medium positive

(-77.49) mm

low negative

 (-325.15) mm

low positive

(-227.45) mm

medium negative

(-370.95) mm

-0.07

0.06

-0.02

0.01

-0.05

0.04

-0.01

0.01

-0.04

0.04

-0.01

0.02

0.01

-0.01

0 

0.01

-0.06

0.07

-0.02

0.02

 (

)O C (

)O C (

)O  (

)O  (

)O  (

)O C (

)O  (

)O  (

C)O  (
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Based on the ID4 scenario, the temperature will rise, up to 24% (4.15 °C,

low positive (+)) and the rainfall will be reduced by 76% (−544.64 mm, high negative

(−−−)). The combination of changes in the two most important climatic parameters of

the two extreme scenarios resulted in an increase of O3 when ID6 scenario has been

applied whereas all pollutants have been increased according to the ID4 scenario

(Table 9).

In our previous work [2] related to the extreme scenario of the 2080–2099 period

that includes the application of the climatic model GFDL_CM2.0 the temperature

increased by 15% and the rainfall decreased by 49%. If we assume that this scenario

will prevail at some time by 2100, temperature and atmospheric precipitation will

significantly affect pollutants as it is included in Table 8 ID5.

By looking at an assessment of the air quality risk based on the extreme scenario

(ID6), the increase in O3 entails an increase in temperature and solar radiation by

affecting cardiovascular and respiratory conditions while equating to the frequent

presence of photochemical cloud and temperature reversal in the summer months

(Table 10).

Also, the reduction of SO2 and CO values suggest a decrease in the frequency of

the smog cloud in the winter months and in the decrease of diseases related to these

pollutants. Additionally, the ID4 scenario indicates the presence of adverse meteoro-

logical conditions in both winter and summer due to increased concentrations of all

pollutants. The graph below shows the values of atmospheric pollutant concentrations

as these will be formed by the application of the three climate scenarios (ID4, ID5, ID6)

over the period 2080–2099 Fig. 4.

Table 9. Air pollutants forecasted values based on the two extreme scenarios

Period CO NO NO2 O3 SO2

2000–2012 0.77 15.13 44.01 48.28 10.44

2080–2099 (ID4) 0.80 15.59 45.77 48.76 10.96

Absolute increase value +0.03 +0.46 +1.76 +0.48 +0.52

2080–2099 (ID6)

Absolute increase value 0.71

−0.06

14.22

−0.91

42.69

−1.32

50.69

+2.41

9.91

−0.53

Table 10. Air pollutants forecasted values based on the ID5 scenario

Period CO NO NO2 O3 SO2

2000–2012 0.77 15.13 44.01 48.28 10.44

2080–2099 (ID5) 0.83 15.89 46.21 47.8 11.17

Absolute increase value +0.06 +0.76 +2.2 −0.48 +0.73
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According to the most extreme scenario, the rise in temperature by +7.64 °C, with a

mean decrease in millimeters of rainfall entails a significant increase in Ozone alone

and therefore an increase in photochemical cloud and respiratory diseases. However, if

mild meteorological conditions prevail in terms of temperature change by increasing by

2.86 °C to 4.15 °C while reducing millimeters of rainfall then atmospheric conditions

are differentiated. Under these conditions, concentrations of CO, NO, SO2 and even

higher in NO2 will be observed. According to this scenario O3 will be more volatile as

its concentrations will decrease with a lower temperature rise. Conversely, its con-

centrations will increase as the temperature rises, while the combination of temperature

increase with a significant decrease in millimeters of precipitation will increase its

concentrations even further.

While in few scenarios the temperature is dramatically rising above 5 °C the

decrease of precipitation appears to be rapidly evolving, as a 50% rainfall reduction has

been observed in most of the scenarios. If the decline in millimeters of rainfall is

verified, the absence of precipitation for a long time will pose risks such as drought or

water scarcity, increased forest fires, disease outbreaks, low food production and

increased hospital admissions.

The results of this research are significant but also equally alarming as they indicate

that over the years climate change will change the concentrations of pollutants by

affecting the health of the residents of Athens. Therefore, continuous monitoring, cli-

mate forecasting as well as constant update and alertness of state mechanisms are

required to minimize the impact on health and the environment from future increases in

concentrations of pollutants in the atmosphere.

Summarizing, we conclude that the CMIP5 climate models used, can provide a

specific set of useful simulations of the potential short and long-term climate changes

and they offer a clear and rational identification of the factors responsible for the

differences in models’ results. The models used, perform long-term simulations. Their

input data are reliable and safe output of the coupled ocean-atmosphere models

(AOGCMs).

Fig. 4. Graphical Display of air pollutants based on the three scenarios of climate change
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5 Conclusions

This paper proposes the use of an innovative method of air quality study, as well as a

hybrid intelligent system for the clustering of the involved parameters and forecasting

of atmospheric pollution. This whole effort is based on a combination of Soft com-

puting sophisticated methods. In particular, clustering of data is performed using SOM

in order to isolate and study the values of the parameters that determine and represent

the problem of air pollution. In addition, this model uses FCM to analyze and model

the causal interconnections of the parameters determining the atmospheric pollution,

while fuzzifying the correlated values of the meteorological parameters and pollutants

of Athens center for the period 2000–2012. Concentrations of atmospheric pollutants

are evaluated in relation to the variation in temperature and atmospheric precipitation

values as these are modeled on the projections of sixteen climatic models for the period

up to 2100. The application of climate models testing various scenarios over the period

2080–2099 presented important data on the air quality risk and on the effects of air

pollution on the environment and on public health.

Future research could involve its model, which will combine semi supervised

methods and online learning. Also, could be improved towards a better online learning

with self-modified the number of hidden nodes. Moreover, additional computational

intelligence methods could be explored, tested and compared on the same task in an

ensemble approach. Finally, the ultimate challenge would be the scalability of model

with bio-inspired optimization algorithms in parallel and distributed computing in a

real-time system.
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