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Abstract. Maximizing the production process inmodern industry, as proposed by
Industry 4.0, requires extensive use of Cyber-Physical Systems (CbPS). Artificial
intelligence technologies, through CbPS, allow monitoring of natural processes,
making autonomous, decentralized and optimal decisions. Collection of informa-
tion that optimizes the effectiveness of decisions, implies the need for big data
management and analysis. This data is usually coming fromheterogeneous sources
and it might be non-interoperable. Big data management is further complicated
by the need to protect information, to ensure business confidentiality and privacy,
according to the recent General Data Protection Regulation - GDPR. This paper
introduces an innovative holistic Blockchained Adaptive Federated Auto Meta
Learning Big Data and DevOps Cyber Security Architecture in Industry 4.0. The
aim is to fill the gap found in the ways of handling and securing industrial data.
This architecture, combines the most modern software development technologies
under an optimal and efficient framework. It successfully achieves the predic-
tion and assessment of threat-related conditions in an industrial ecosystem, while
ensuring privacy and secrecy.

Keywords: Blockchain · MetaLearning · Federated learning · CyberSecurity ·
Privacy · Industry 4.0 · GDPR

1 Introduction

According to the Industry 4.0 standard [1], cyber-physical systems play an active role
in monitoring and supervising natural processes, within partially structured smart facto-
ries. In this way, they create a virtual copy of the physical world (digital twins) and they
make autonomous decentralized decisions, in order to maximize the production pro-
cess. Through the Industrial Internet of Things (IIoT) business network, these systems
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communicate and collaborate in real time, to implement all kinds of smart production
solutions, organizational services and operational processes which offered and used by
participants in the production chain [2]. This vision allows the manufacturing sector to
make huge innovative leaps, to gain significant extroversion and to develop activities that
were previously impossible. However, the complete transformation of the supply chain
to a truly integrated and fully automated process, requires the continuous and endless
collection of data, from each stage of the production scale. The target is to determine
the current situation and to investigate the history of each individual stage of the chain.
The process of collecting and analyzing information is optimized with the continuous
data flow and it offers the production process an accurate picture of the effectiveness
of decisions and their execution. This implies the continuous production of large-scale
data which come from heterogeneous sources [3].

Intelligent Real-Time Data Analysis Systems (IRTAS), have the ability to demon-
strate experiential learning and optimal decision-making skills without human interven-
tion. Of course, they should have been properly trained by historical data sets, which
are representative of the problem they are trying to solve. IRTAS are considered most
suitable for use in industrial environments, which are characterized by strong interde-
pendencies and by a high degree of complexity in terms of vulnerabilities and threats.
But even these intelligent algorithms are challenged and controlled by a variety of pos-
sible factors, which are mainly related to securing privacy of trade secrets. It is a fact
that existing technologies fall short of best practices against emerging risks. Some of the
most important problems that arise during knowledge mining are related to the speed
at which information arrives and the natural tendency of data to evolve over time. This
results in the degradation of classifiers due to the constant change of information (con-
cept drift) [4]. Many of the learning methods used for data analysis, have a “memory
erase” property that allows a time frame to be set, based on which learning methods
“forget” the past. In this way, the gradual attenuation of the importance of past data is
achieved. This feature allows the model to operate safely even in the event of sudden
changes, that may indicate trends or even noise in the input data, e.g. outliers or extreme
values. However, this feature is also associated with a serious drawback of flow analysis
methods called “Catastrophic Interference” or “Catastrophic Forgetting” [5]. This con-
cerns the tendency of an algorithm to completely forget the information it had learned
during its training process, in the cases of mnemonic connection models, resulting in its
degradation and the gradual devaluation of its predictive power.

A good way to tackle this challenge is to define the problem of federated learning
[6] and to design the data pipeline so that labels are collected silently. This can be done
through user interactions, by providing feedback onmodels’ responses based on specific
actions, or activated events. This challenge parallels the GDPR guidelines [7] and the
introduced general bans on safeguarding and protecting privacy.

2 Motivation

The innovation of this paper is the fact that it introduces an innovative Cyber Security
architecture for use in Industry 4.0 applications. Prototyping the proposed architecture
by combining the most up-to-date methods, can integrate specialized processes towards
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the development of security applications for modern information systems. This can be
achieved through an adaptable flexible and easy-to-use operating environment.

The proposed solution involves the development of a Block-chained Adaptive Fed-
erated Auto Meta-Learning (BLAFAM-BD2C) Big Data and DevOps Cyber Security
Architecture in Industry 4.0, towards digital security and privacy, which is based on the
Industry 4.0 model. This method will classify network traffic coming from IIoT, aiming
to identify abnormalities due to cyber-attacks. The characteristics of the proposed system
and in particular its architecture, allow the analysis, forecasting, monitoring and man-
agement of complex situations related to information systems security. This implements
a hybrid system with the most technologically advanced computational intelligence
methods. The design of the system is based on a multi-layered, modular architecture and
distributed design, which allows its interconnection with existing monitoring systems,
as well as its expansion through the integration of new functions. Thus the system can be
effective in complex environments of high complexity. Itsmodular architecture is charac-
terized by the abilities to scale at multiple levels and to be integrated into heterogeneous
environments, thus ensuring high interoperability.

The aim of the BLAFAM-BD2C architecture is the implementation of a modern and
technologically up-to-date distributed information intelligence information system, for
the timely and valid study of digital threats [8, 9]. This is implemented with fully auto-
mated methods of modern computational intelligence, which can fully respect privacy
and protect industrial confidentiality [10, 11]. The goal is intelligent data analysis, fore-
casting and detection of dangerous situations, providing advanced privacy services in
distributed environments. More specifically, it aims in further processing or analysis of
information from computer systems, ensuring that this information is reliable, preserv-
ing and safely storing, organizing them to ensure easy updating and introducing new
data, introducing a mechanism for ensuring industrial secrecy and performing paral-
lel provision of only relevant information, in order to further support decision-making
systems.

3 Literature Review

This chapter, makes a brief presentation of the published work on methodologies and
architectures that can perform analysis of big data, along with their applications in
distributed environments. Moreover, it discusses techniques for detecting anomalies in
industrial environments [12, 13] as well as methods of ensuring privacy and industrial
secrecy. Network traffic analysis is a key and promising tool, which has been widely
used in dealing with digital threat [14]. Its contribution to the application of machine
learning methods is considered important [15]. It uses features derived from both static
and dynamic analysis [16, 17], to detectmalicious applications, to performcategorization
of web traffic, to analyze malware traffic and to detect botnets. Several authors suggest
new detection techniques, by introducing differentmethodologies of classifying network
activity.
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Hsu et al. [18] proposed a real-time system for locating botnets based on delayed
HTTP/HTTPS request anomalies. This approach, although accompanied by very promis-
ing results, is an unequivocal effort to tackle digital threats, which does not allow gen-
eralization to more complex types of attacks or threats. More complex algorithmic stan-
dardizations are proposed in [19], which uses ensembles and combinations of AdaBoost,
Hidden Markov, Naive Bayesian and Maximum Entropy, to perform detailed classifica-
tions of network traffic. They are using few bytes of payload which makes it difficult to
reveal the true dimension of digital threats. The work of Alshammari et al. [20] com-
bines computational intelligence techniques to classify web traffic in order to investigate
digital threats. Unfortunately, this approach uses minimal technical data that can clearly
identify the type and size of a threat, and even worse, payload data, IP addresses and
port numbers are not considered. It is a fact that many new applications have been
implemented for the optimal management of large-scale data with the application of
the Lambda architecture [21]. A very interesting work was presented by Lee et al. [22]
which proposes intelligent data management with two state estimation algorithms. The
first, uses the ability to monitor events in a finite measurement window, while the latter
asymptotically improves data flows, by eliminating noise and disturbances, restoring the
system to a proper state. This work implements a system that remains theoretically stable
in a state of proper operation determined by experts, butwhich is not able to automatically
adapt to dynamic changes or situations of marginal noise and disturbances.

Chen et al. [23] propose a secure learning system for malware detection, which
adopts classifier retraining techniques as well asmethods for normalizing security limits.
This approach does not adapt itself, requiring retraining, with all the disadvantages
that this may entail, such as computer costs, resource consumption, delays, dead time.
Combined techniques such as bagging [24] or adaptive windowing have been used to
deal with evolving data streams and their optimal handling. A typical example is the
work of [25] which introduces methodologies for early shift detection which can be
used to detect anomalies. These methods can determine the evolution of a system, but
they are not an active security approach, as they fail to in-depth control the content
of web traffic and to reveal complex attack techniques. Specializing in the industrial
environment and in the respective proposed security systems, Chen and Abdelwahed,
[26] have implementedMachine Learning (ML) tomonitor the performance of industrial
SCADA control systems. This approach proactively assesses impending attacks on a
given natural infrastructure system model. It is based on classical ML models, which
are trained at a certain time, using a specific set of data. Their predictive ability is
based solely on the success of training. This implies a serious inability to generalize.
Based on the same reasoning and keeping the respective weaknesses, Soupionis et al.
[27] proposed a combined method for the automatic detection and classification of
cyber-attacks occurring in the electrical grid system.

Regarding privacy and industrial secrecy, the research presented in [28] introduces
an IIoT decentralized peer-to-peer platform, based on blockchain technology, where
communication is allowed without the need for a trusted intermediary. However infor-
mation is not encrypted when used by a third party peer. Smart contracts, which perform
predefined and pre-agreed procedures between participants in an industrial blockchain
network, also apply in research [29]. This system proves to be very efficient, as the
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users can monitor how their electricity is used, providing information on a platform that
cannot be manipulated by any party. A serious weakness of the proposed system is the
lack of techniques for automatically redefining smart contracts, based on newer needs
or services. Finally, Liopis et al. [30] presented a comparative analysis between visual-
ization techniques, using the concept of business image, to support and handle digital
events. The authors present the benefits and the general way of using the technologies
in question, while they expect that the visualization could be significantly enhanced by
the use of computational intelligence algorithms.

4 The Proposed IIoT Framework

Maintaining knowledge of the industrial environment according to the Industry 4.0
standards is a serious and ongoing challenge. As technologies, automation and commu-
nication are developing with astonishing speed, information is a critical point for the
continuation of its activities. In this context, the IIoT ecosystem is adopted under the
Industry 4.0 standard, for the purpose of construction automation, remote mechanical
diagnosis and predictive management of industrial automation functionality and supply
chain control. The above actions are achieved with remote sensing capabilities, remote
extensive data collection-processing and by direct or indirect communication between
interconnected devices and applications. To achieve this communication and the overall
satisfaction of services that requires high availability connectivity, large bandwidth and
extremely low latency, the IoT ecosystem has incorporated a huge range of wired and
wireless high speed interconnection technologies. Respectively, it has adopted a set of
infrastructures and models of network architecture. This will achieve the flexible and
scalable use of cloud applications, data transfer and machine-to-machine communica-
tion, across the path of thousands of devices that can integrate. The usual automatic
control devices in the IIoT ecosystem are the SCADA systems, which are implemented
based on Programmable Logic Controller (PLC) devices and the sensors used in the
control loops to collect all kinds of measurements. The above systems, which are active
devices of the infrastructure network, are properly interconnected to allow remote mon-
itoring and control of processes with high response speeds. This is achieved even in
cases where the devices are distributed between different remote points. This ecosys-
tem with the specialized processes it performs, has introduced a large number of new
threats, beyond its significant benefits and upgrades. These threats are mainly related
to the specific purposes that they perform, to their different design specifications, to
their specialized communication protocols and to the heterogeneous devices that they
are called to interconnect.

Threats, and in particular digital attacks on critical infrastructure in Industry 4.0, are
referred to asAdvanced Persistent Threats (APTs) [31], as they can take over mechanical
control, dynamic rearrangement of centrifuges or reprogramming of devices. This is
done in order to speed up or slow down their operations, leading to the destruction or
permanent damage of the entire industrial equipment. The cybercriminals who direct
them, are fully acquainted with specialized methods and tools for the exploitation of
unknown vulnerabilities (zero days) [32] and they try not to be perceived without taking
into account time. Most of the time, they are extremely capable, organized, funded and
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have significant incentives. In these cases, any anomaly detection in the operation of the
devices in question is extremely important as it can reveal an ongoing attack.

Under this spirit, this paper introduces an innovative architecture,which is based on
the most advanced technologies and ensures in the most efficient and intelligent way, the
secure network communication between the traded devices in the industry 4.0 standard.
More specifically, this paper proposes theBLAFAM-BD2C in Industry 4.0. This approach
implements programmable, intelligent control of network traffic, to detect anomalies that
have good chances to be related to APT attacks.

It is an intelligent mechanism for monitoring and detecting abnormalities in the com-
munication network between the devices of the Industry 4.0 environment. This is done
based on a system performing automatic analysis of the digital packets of the network’s
traffic. This creates an automated intelligent neural network that can control and locate
abnormalities, train and update the model with federal learning and communicate to all
involved devices, through a distributed blockchain system. The method’s architecture is
described as follows:

1. When a devicewants to communicatewith another, the proposed intelligent approach
is activated, which implements a mechanism for the control of network’s traffic
aiming to detect anomalies.

2. In the first phase, the features of the network’s traffic are exported. These are the
input vectors to a neural network which is automatically created with the Neural
Architecture Search technique.

3. The model is first trained on the host server with some initial data. This is done in
order to initiate the training process.

4. Then the model is encrypted with homomorphic encryption and via blockchain it is
sent to the nodes that will use it.

5. The nodes in question take the model and they improve it by using the data at their
disposal.

6. The improved model is encrypted and it is returned via blockchain to the server.
7. The aggregation of the optimal models is performed and the weighted average is

obtained by using the Grid Search Weighted Average Ensemble method [33].
8. The resulting final model is returned via blockchain back to the final nodes.

With this architecture, even if the initial data is not appropriate, there is a continuous
improvement of the model so that it can categorize with great accuracy the anomalies
in the network’s traffic. If the traffic is considered normal, further communication is
allowed, while otherwise, communication is not allowed and an alarm is sent to the
control centre. Further checks are done. The above implementation, enables the creation
of a secure distributed platform that can control and complete the associated transactions
in the Industry 4.0 standard, even from terminals (edge computing). This continuously
improves the capabilities and reliability of control methods. The use of adaptive learning
technologies is an intelligent solution to detect unsafe network traffic anomalies related
to digital security incidents. At the same time, this logic provides automated solutions
and procedures for real-time monitoring of critical infrastructure related to the high
availability of Industry 4.0 technology [1].
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The design of the system is based on a multi-layered, modular architecture and
distributed design, which allows its interconnection with any existing system, and its
expansion through the integration of new functions. Such a system is effective in hetero-
geneous environments. In this way, it is not enough just to record the data, to visualize the
situation and to predict its evolution, using a standardized template. Utilizing multiple
technologies, it offers tools and possibilities for composing an adaptive system which
can act autonomously. Moreover, each one of its subsystems can fully and optimally
meet the arising needs and requirements.

This research proposes a hybrid technique for automated IP flow analysis, whose
basic idea of standardization and operation is based on the open source Stream4Flow
architecture [34, 35]. The most advanced data processing technologies, network traffic
monitoring and real-time visualization are used. Specifically, Stream4Flow offers a com-
plete stack solution for IP flow analysis, where most IP streaming network detectors can
be connected. Tools for data collection, processing, handling, storage and presentation
can be integrated. Thanks to the scalability of the framework, it is suitable for processing
network traffic in a wide range of heterogeneous networks of scalable capabilities, while
its distributed nature allows large-scale computationally intensive analysis. The whole
idea is based on the Stream4Flow framework, which is formed by the IPFIXCol (IP
Flow Information Export Protocol) [36] collector, the message exchange system Kafka
[37], the Apache Spark [38] and the Elastic Stack [39]. A general idea of its architecture
is presented in Fig. 1, below.

Fig. 1. Stream4Flow architecture (https://stream4flow.ics.muni.cz/)

In general, IPFIXCol allows the conversion of incoming IP stream records into
JSON (JavaScriptObjectNotation) format provided on theKafkamessaging system. The
Kafka adds serious scalability and distribution capabilities, which provide adequate data
performance. The Apache Spark is used as a feed processing framework for fast IP data
flow, providing interoperability in themost popular programming languages (Scala, Java,
Python), where it fully supports the programming modelMapReduce. The results of the
analysis are stored inElastic Stack containingLogstash,Elasticsearch andKibana,which
allow the results to be stored, searched and visualized. The framework also contains an
additional web interface to facilitate management and display the complex results of the
analysis. Utilizing the capabilities of Stream4Flow, serious additions−improvements in
its architecturalmodellingwere studied and developed in order for it to respond optimally

https://stream4flow.ics.muni.cz/
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to specialized threats. The information system is described in Fig. 2 below.The individual
parts of the proposed architecture and their mode of operation are presented in detail
below.

Fig. 2. Proposed architecture

4.1 Collector

The IPFIXcol is a framework for the complex processing of Internet Protocol (IP) flows
from multiple different sources. Its purpose is to provide a flexible collector that fully
supports the IPFIX protocol including other components. A view of the introduced
architecture is illustrated in Fig. 3 below:

Fig. 3. IPFIXcol architecture (https://stream4flow.ics.muni.cz/)

The collector kernel supports input, intermediate, and output plugins for receiving,
processing, and storing streaming data.

4.2 Analyzer

A web traffic analyzer has been added to this box to extract the most important features
that can determine the nature of the information contained in web traffic. Moreover, the
open source framework CICFM FlowMeter was added as a plugin to the intermediate
API. The ICICFM (Intercell Interference Coordination Flow Meter) was used in this

https://stream4flow.ics.muni.cz/
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specific application as an analyzer of the network’s bi-flow traffic flow. It can export
statistical characteristics and flow information. New features can also be added on a
case-by-case basis, as well as precisely controlling the duration of a stream. TCP streams
are usually terminated during connection when the FIN packet is received, while UDP
streams are terminated following a flow time limit. (When either side of a TCP data
transmission is done, a FIN signal is sent to close the connection).

In the ICICFM, the flow time limit value can be arbitrarily assigned by the individual
schema of the case under consideration e.g. 600 s for both TCP and UDP. In particular,
the output of the frame includes six columns, labeled for each flow (FlowID, SourceIP,
DestinationIP, SourcePort, DestinationPort and Protocol) while more than 80 traffic
analysis features can be exported. A view of the proposed architecture, as formatted
by adding the CICFlowMeter framework as an add-on to the intermediate API of the
original Stream4Flow architecture is illustrated in Fig. 4:

Fig. 4. The proposed IPFIXcol architecture with ICICFlowMeter

4.3 Neural Search Module

The Neural Search Module was added to the proposed architecture, in order to create
an automatic post-learning system to be used for the automatic initial development of
the learning model, aiming to detect network anomalies. The most appropriate meta-
learning architecture for neural networks is Neural Architecture Search (NAS) [40]. It is
an automated learning technique for automating the design of artificial neural networks.
NAS’s main goal is to automate the process of finding the architecture of the best neural
network for a data set. The methodology followed to develop architectures of neural
networks capable of solving a given problem in NAS, concerns the delimitation of the
search space, which includes virtually all possible hyperparameters that can be tuned
based on the data used. The design of the NAS strategy [41] was based on Auto-Keras,
an open source alternative to Google’s AutoML.

4.4 Messenger

Apache Kafka (a distributed software platform designed to process data flows) [37] is
used as a messaging system to subscribe and publish them. Based on its architecture,
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the storage level is essentially a queue for publishing and consuming messages, with
enormous scalability, designed as a distributed transaction log. Incoming streams are
organized into topics, where essentially either the information sent or the information to
be read, must belong to a specific topic. The data enter the different topics in the form of
records, where each record contains a key, (a value which is essentially the information
involved) and a time stamp.

Apache Kafka, due to its distributed nature is implemented in clusters called Kafka
brokers. The topics are divided into partitions in order to have parallelism. It is a fact that
multiple consumers are allowed to belong to the same topic. Splitting and sharing data
into different brokers, allows different consumers to read the same topic in parallel or to
read different partitions in parallel. This creates the conditions for particularly high data
rates and processing. Error tolerance is achieved by having replicates of the partitions
of each topic in various brokers, where one holds the status of the leader. If for some
reason there is a failure on the part of the leader, a copy will take its place and the work
will not be interrupted.

4.5 Streamer

Spark Streaming is used to manipulate and analyze data streams [38]. It is an extension
of the Spark API kernel that enables scalable, high-performance, error-tolerant data
processing. The data can originate from many sources such as Kafka, Kinesis [42] or
TCP sockets and they can be processed using complex algorithms, that are expressed
with high-level functions, such as map, reduce, join and window. The processed data
can be forwarded to file systems, databases and real-time control panels, as shown in the
Fig. 7 below. The basic structure that Spark uses to transfer data from disk to memory is
Resilient Distributed Datasets (RDDs). They are immutable structures that can be shared
in parallel at the nodes of a cluster of computers and contain data in various formats.
Respectively Spark Streaming takes input data streams and divides them into batch data
as presented in the following Fig. 5:

Fig. 5. Proposed apache spark streaming (https://spark.apache.org/)

Its main advantage is that it provides high-level capabilities for combining and inte-
grating different types of calculations, which otherwise would require the use of separate
distributed systems. At the same time it automates and hides from users, important low
level details. In the proposed architecture, Streamer offers a high-level abstract entity of
discrete flows, derived from theMessenger, which is said to use Apache Kafka.

4.6 Crypto Module

To create a robust mechanism for controlling the possible leakage of confidential data,
when data is stored, transmitted or calculated, even in cases where the data holder does

https://spark.apache.org/
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not trust the partieswithwhomhe/she communicates, the proposed standard is theCrypto
Module. The cryptographer relies on his/her Secure Multiparty Computation SMC [43]
technique, with uniform cryptography. Secure multi-part computing is a cryptographic
technique that allows different parties to perform calculations through inputs, while
keeping those inputs private and ensuring the required levels of privacy and security.
The SMC methodology consists of calculating a function based on private values held
by the members of a group. The basic approach guarantees this calculation without
each member disclosing its private value (input to the function). The model can also be
considered as a trusted basis by using the public key structure, or by using a symbol
sequence as a common reference. In general, a multi-member secure computing problem
is concerned with computing any function in a distributed network. Each participant
possesses one of the arguments, thus ensuring the independence of the arguments, the
correctness of the calculation and that no additional information will be revealed to a
participant, which can be deduced from his argument and the result of the calculation.
A common strategy is to consider the reliability of service providers, or to consider the
existence of a third party, which is risky in a dynamic and malicious environment.

The common feature of these problems is that two or more members want to perform
a calculation based on their own private arguments, but no member wants to reveal their
own argument to someone else. The problem is how such a calculation can be performed,
while maintaining the privacy of the arguments. This problem is solved by the use of
homomorphic encryption, which allows calculations to be performed on encrypted data.
The uniform cryptographic system uses a public key to encrypt the data and it allows
only the person with the appropriate private key to access the unencrypted data.

4.7 Federating Module

The federal learning system is the part of the proposed architecture which implements
federal learning (FEDL) in the general operating framework of the system. Federal
Learning [6, 44] is a technique based on decentralized algorithm training on multiple
decentralized devices or servers that have local samples of a data set but do not exchange
them. This approach contrasts with traditional central machine learning techniques,
where all data sets are contained on a single server, even in decentralized approaches
that assume that local data samples are distributed evenly. More generally, FEDL allows
the creation of a common, robust, machine learning model without data sharing, thus
addressing critical issues such as the protection and security of personal data, securing
access rights and interacting with heterogeneous data or systems. Let us assume that
there are N data holders {F1, F2,…, FN} and everyone wants to train a machine learning
model by integrating their respective data {D1, D2,…, DN}. A conventional method
proposes to gather all the data into a single set Dsum = D1 ∪ D1 ∪ · · · ∪ DN in order
to train a model Msum.

Instead a federal learning system suggests that data holders collaboratively train
a model Mfed , in which the data D1 of the owner’s F1 are not exposed to the rest
of the owners. Moreover, the accuracy Vfed of the model Mfed , should approach the
accuracy Vsum of the Msum. More specifically, if δ is a negative number, the federal
learning algorithm has a loss of δ-accuracy, as presented in the following mathematical
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expression 1:
∣
∣Vfed − Vsum

∣
∣ < δ (1)

The proposed Federating Module is based on the horizontal federal learning
architecture, as presented in Fig. 6 below.

Fig. 6. Horizontal federated learning (https://medium.com/disassembly/)

In this system, participants with the same data structure, collaboratively learn a ML
model, with the help of a trusted server.

The training process of the proposed system comprises of the following four steps:

1. Step 1: Participants locally calculate the gradient descent optimization steps and
send them encrypted with uniform encryption via the block chain network to the
host server.

2. Step 2:The server performs secure aggregationusing theWeightedAverageEnsemble
technique, ensuring that information remains private.

3. Step 3: The server sends the aggregated results to the participants.
4. Step 4: Participants update their respective model.

The repetitions continue until the loss function converges, thus completing the training
process.

In order to create an accurate and robust system, which is able to keep more or
less stable performance with the presence of new information, the Weighted Average
Ensemble [33, 45] technique has been used. The rationale behind this choice is related
to the fact that very often, in multifactorial problems of high complexity, the results of
the prediction are multivariate. This can be attributed to the sensitivity of correlational
models and to the heterogeneity of data flows. The two most important advantages of
Ensemble techniques are the following: First, they offer better predictability and more
stable outcome, as the overall behavior of a multiple model is less noisy than that of
a single one. Second, an Ensemble method can lead to very stable predictions, while
offering generalization. The obtained models can also reduce the values of bias, and
variance in an effort to eliminate overfitting, thus keeping robust learning capacity.
Essentially a weighted set is an extension of a model that simply uses the average of

https://medium.com/disassembly/
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the set, since each member’s contribution to the final forecast is weighted by the overall
performance of the developed approach. The weights are small positive values and the
overall sum is equal to one, allowing them to indicate the confidence level or the expected
performance. Each data stream is controlled by every federal learning subsystem and
the respective classification accuracy is extracted. The optimization steps of the gradient
descent process are then sent on the central server, where the steps of the model with
maximum accuracy receive a specific weight. Using the dynamic weighted average, it is
significantly easier to visualize the trends of the estimated situation. This eliminates−or
at least minimizes−the statistical noise of the data streams. It is one of the best ways to
assess the strength of a trend and its probability of reversal. Greater weights are assigned
to classification with higher accuracy, before the start of a new situation or event, thus
allowing a quick and optimal decision to be made.

It is also important to note that this dynamic process ensures the adaptation of the
system to new situations, by offering impartiality and generalization. This is one of the
key issues in the field of ML, thus implementing a system capable of responding to
highly complex problems. Finally, this architecture significantly speeds up the process
of making the best decision, with the rapid convergence of the multiple model.

4.8 Blockchain Module

The blockchain module is used for the advanced security of privacy and the integrity of
transactions in the Industry 4.0 network. The blockchain [8–10] architecture operates
as a distributed database or global registry, which maintains logs of all transactions
on a network. A transaction is a time-stamped record that specifies the identity and
type of operation, the operation itself, and the users participating in it. Transactions are
combined into blocks where each block is identified based on a cryptographic hash. An
open public-private key pair is usually formed for each user. It is linked to their account
and it is used to sign a transaction and to clearly identify ownership of a function. To form
a block in the block chain, a hash function with all transaction information is computed,
and then the hash value is used to calculate the hash of the block. Thus, the transaction
information becomes unchanged and ensures the security, authenticity and durability of
the data storage in the block chain. If there are conflicting transactions in the network,
only one of them is selected to be part of the block. The blocks are added to the block
chain at regular intervals to form a linear sequence where each block reports the hash of
the previous block, thus forming a chain of blocks. This chain is maintained by the nodes
of the network, with each node being able to execute and record all the transactions that
take place. It should be noted that the trading account is designed to be distributed.

4.9 Elastic Stack Module

The widely used Elastic Stack system [39] containing Elastic search, Logstash and
Kibana is used for the complete and efficient management and control of the results of
the analysis. These allow the results to be stored, searched and visualized. Specifically,
Logstash is an open source tool for collecting and managing used data and metrics.
Similarly, Elastic search is a distributed open source search engine based on the Apache
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Lucene library. It provides full-text search through web interface following the Rep-
resentational State Transfer (REST) model. Finally, Kibana is a web application that
runs exclusively on browsers without any special requirements and is used as a tool
for visualizing and presenting data found in Elasticsearch. It offers high-precision and
aesthetic graphs and statistical analyses that allow the interpretation of data in real time.
This framework, also contains the additional web interface to facilitate management and
to display the complex analysis results.

4.10 Privacy Module

As the amount of data that an organization collects and uses for analyses increases, so
do concerns of privacy and security. The system uses differential privacy [46], so that
independent observers looking for a specific content, or seeing an output of its data
displayed by the Elastic Stack Module, cannot understand if the information comes from
a specific system. Differential privacy is a set of systems and practices that help keep
the data of individuals safe and private. In traditional scenarios, raw data is stored in
files and databases. When users analyze data, they typically use the raw data. This is a
concern because it might infringe on an individual’s privacy. Differential privacy tries
to deal with this problem by adding “noise” or randomness to the data so that users
can’t identify any individual data points. At the least, such a system provides plausible
deniability. Therefore, the privacy of individuals is preserved with limited impact on the
accuracy of the data.

In differentially private systems, data is shared through requests called queries.When
a user submits a query for data, operations known as privacy method add noise to the
requested data. Privacy mechanisms return an approximation of the data instead of the
raw data. This privacy-preserving result appears in a report. Reports consist of two parts,
the actual data computed and a description of how the data was created [47].

Fig. 7. Differential privacy in machine learning (https://docs.microsoft.com/)

Differential privacy tries to protect against the possibility that a user can produce an
indefinite number of reports to eventually reveal sensitive data. A value known as epsilon
measures how noisy or private a report is. Epsilon has an inverse relationship to noise or
privacy. The lower the epsilon, the noisier (and private) the data is. Epsilon values are
non-negative. Values below 1 provide full plausible deniability. Anything above 1 comes
with a higher risk of exposure of the actual data. As you implement differentially private
systems, you want to produce reports with epsilon values between 0 and 1. Another

https://docs.microsoft.com/
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value directly correlated to epsilon is delta. Delta is a measure of the probability that
a report is not fully private. The higher the delta, the higher the epsilon. Because these
values are correlated, epsilon is used more often.

To ensure privacy in systems where multiple queries are allowed, differential privacy
defines a rate limit. This limit is known as a privacy budget. Privacy budgets prevent
data from being recreated through multiple queries. Privacy budgets are allocated an
epsilon amount, typically between 1 and 3 to limit the risk of reidentification. As reports
are generated, privacy budgets keep track of the epsilon value of individual reports
as well as the aggregate for all reports. After a privacy budget is spent or depleted,
users can no longer access data. Although the preservation of privacy should be the
goal, there is a tradeoff when it comes to usability and reliability of the data. In data
analytics, accuracy can be thought of as ameasure of uncertainty introduced by sampling
errors. This uncertainty tends to fall within certain bounds. Accuracy from a differential
privacy perspective instead measures the reliability of the data, which is affected by the
uncertainty introduced by the privacy mechanisms. In short, a higher level of noise or
privacy translates to data that has a lower epsilon, accuracy, and reliability.

5 Conclusion

This paper presents an innovative adaptive federal automatic post-machine learning
architecture using distributed block chain technology for digital security and privacy
under the Industry 4.0 standard. In this architecture, intelligent standards and technolo-
gies are adopted and synthesized in an innovative framework that enhances the active
securitymethods of industrial information systems and networks, while ensuring privacy
and industrial secrecy.

The proposed architecture aims to improve the security and functionality of indus-
trial applications by providing a decentralized, reliable, encrypted network for commu-
nication between devices. In this way it contributes towards the management of critical
industrial infrastructure. In essence, this architecture is called upon to fill a key gap in the
way the industry operates, in the context of the convergence of heterogeneous infrastruc-
tures and financial investments in the medium to long term. The features of the proposed
architecture allow the analysis, forecasting, monitoring and management of complex
situations related to information systems security, optimally combining and implement-
ing a hybrid system with the most technologically advanced methods of computational
intelligence.

The idea of standardizing a novel and robust architecture has emerged based on the
application of a single, universal method capable to cover all the industrial requirements
of the new era. It combines the most up-to-date methods and it is able to complete spe-
cialized processes for the development of modern information systems’ security appli-
cations. This is achieved through a customizable, flexible and easy-to-use interface. The
design and development of this architecture, is based on the use of the most modern
software development methods, employing adaptive artificial intelligence algorithms.
Overall, the architecture is based on a multi-layered, modular model. It is following
a distributed design, which allows the connection to any existing systems, as well as
the expansion through the integration of new functions. The main features of the pro-
posed approach which can offer new functions and perspectives to industrial production,
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are Quality, Support, Reliability, Bidirectional Communication, Security, Privacy and
Decentralization of services. Attempting an in-depth analysis of how this architecture
works, it is obvious that the most basic decentralized industrial applications that can
benefit from its use are On-Demand Manufacturing, Smart Diagnostics and Machine
Maintenance,Traceability, ProductCertification, PredictiveManufacturing andTracking
Supplier’s Identity & Reputation.

Given that so far no such integrated architectures have been proposed that can com-
prehensively support the security and protection of industrial confidentiality, or even
realistically approach the complexity of this environment, a thorough comparison can-
not be performed. Future research directions that could expand and promote the proposed
architecture, mainly concern the possibilities of optimization and additional integration
of services or combination between the used ones, which will further expand the dynam-
ics of the architecture. Respectively, a future development that is considered particularly
important for the strengthening of the forecasting system is the integration of methods
that can stage the uncertainty and the non-linear ways of development of modern digital
threats. In addition, it would be of particular interest to integrate the Neural SearchMod-
ule, with algorithmic approaches that lead to the dynamic rearrangement of automatic
meta-models that update their predictive power in real time, based on the evolution of
a situation. Thus, the system will create real-time dynamic self-identifying neural net-
works (online learning). This would be particularly useful in evaluation situations of
large-scale data, such as in the cases of industrial ecosystems’ digital security. Finally,
the new architectural formulations that accompany Industry 4.0, should be studied in
order to identify gaps or omissions in the proposed architecture. This will enable mod-
elling of new security and industrial privacy violation threats and it will lead to the design
of the appropriate countermeasures.
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