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Abstract. Climate change combined with the increase of extreme weather phe-

nomena, has significantly influenced marine ecosystems, resulting in water 

overheating, increase of sea level and rising of the acidity of surface waters. 

The potential impacts in the biodiversity of sensitive ecosystems (such as Medi-

terranean sea) are obvious. Many organisms are under extinction, whereas other 

dangerous invasive species are multiplied and thus they are destroying the eco-

logical equilibrium. This research paper presents the development of a sophisti-

cated, fast and accurate Food Pathogen Detection (FPD) system, which uses the 

biologically inspired Artificial Intelligence algorithm of Extreme Learning Ma-

chines. The aim is the automated identification and control of the extremely 

dangerous for human health invasive fish species “Lagocephalus Sceleratus”. 

The matching is achieved through extensive comparisons of protein and DNA 

sequences, known also as DNA barcodes following an ensemble learning ap-

proach. 

Keywords: Extreme learning machines · Ensemble learning · Food pathogen 
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1 Introduction 

1.1 Climate Change and Invasive Species 

The effect of climate change in marine ecosystems is obvious in various levels of bio-

logical organization and especially in the disturbances of biodiversity and in the extinc-

tion of organisms due to the appearance of invasive species (IS). The IS are intruders in 

new strange for them habitats where they can disturb the natural flora and fauna, harm-

ing the environment. The social and financial consequences are considered very crucial. 

For example they can affect human health, agriculture, fishing and food production. 

Especially, regarding marine ecosystems, various species like fish are traveling search-

ing for colder water, either due to the fact that their natural environment does not satisfy 

the range of temperatures required for their survival, or because they follow various 

plant-organism species moving to colder waters [1]. 

The Lagocephalus Sceleratus is a characteristic case of invasive species whose 

presence in the Mediterranean Sea, causes serious problems [2]. It is probably the 
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most dangerous from the 29 “lessepsian” immigrants that passed in the Mediterranean 

Sea through the Suez Canal. Its uncontrolled invasion and its reproduction, threatens 

the marine environment with an irreparable imbalance. Its presence causes an intense 

competition with the native fish regarding the available food. Moreover its consump-

tion by humans is extremely dangerous as it contains the toxic substance “tetradotox-

ine” which causes stomach pain, then diarrhea, vomiting, breathlessness, paralysis 

and even death. Pattern recognition of the Lagocephalus Sceleratus exclusively with 

phenotypic markers is an extremely difficult and dangerous process. This is due to the 

fact that this species is unknown to the public and also neither the big morphological 

differences nor the significant similarities reflect the affinity of the organisms. The 

need for a comprehensive and absolutely valid identification of the specific species is 

vital in cases of food production or food canning as it is obviously a serious threat for 

public health.  

1.2 Literature Review  

Akova et al. [3] proposed a novel method using an advanced statistical model that 

boosts the ability of computers to detect the presence of bacterial contamination in 

tested samples. These formulae drive machine-learning, making possible the identifi-

cation of known and unknown classes of food pathogens. In [4] an optical sensor 

system is proposed, for rapid and noninvasive classification of FBP. This system was 

used for image acquisition and focused in comparing its potential with multivariate 

calibrations in classifying three categories of popular bacteria. Both linear (LDA, 

KNN and PLSDA) and nonlinear (BPANN, SVM and OSELM) pattern recognition 

methods were employed comparatively for modeling. Also [5] describes an applica-

tion of the BARDOT (Bacteria Rapid Detection using Optical scattering Technology), 

which is a technique for pathogen belongs to the broad class of optical sensors and 

relies on forward-scatter phenotyping to classify bacteria belonging to the Salmonella 

class in a non-exhaustive framework. They use a Bayesian approach in learning with 

a non-exhaustive training dataset to allow for the automated detection of unknown 

bacterial classes. Similarly [6] demonstrates a pattern recognition technique to classi-

fy particles on the basis of their discrete scatter patterns collected at just five different 

angles, and accompanied by the measurement of axial light loss. The proposed ap-

proach can be potentially used with existing instruments because it requires only the 

addition of a compact enhanced scatter detector. It has been shown that information 

provided just by five angles of scatter and axial light loss can be sufficient to recog-

nize various bacteria with 68-99% success rate.  

In [7] Pan Yi discusses the use of machine learning methods with various advanced 

encoding schemes and classifiers in order to improve the accuracy of protein structure 

prediction. Also [8] proposes a machine learning method for classifying DNA-binding 

proteins from non-binding proteins based on sequence information. Finally paper [9] 

introduces three ensemble machine learning methods for analysis of biological DNA 

binding by transcription factors (TFs). The goal is to identify both TF target genes and 

their binding motifs. Subspace-valued weak learners (formed from an ensemble of 

different motif finding algorithms) combine candidate motifs as probability weight 

matrices (PWM), which are then translated into subspaces of a DNA k-mer (string) 
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feature space. Assessing and then integrating highly informative subspaces by ma-

chine methods gives more reliable target classification and motif prediction. 

2 Conventional Methods for Food Pathogen Detection 

Conventional methods for testing food-borne pathogens are based on the cultivation 

of pathogens, a process that is complicated and time consuming. Three methods for 

Food Pathogen Detection can be used:  

 Polymerase Chain Reaction (PCR) sequencing,  

 Restriction Fragment Length Polymorphisms (RFLP) and  

 DNA barcoding.  

The most common method, PCR, involves extracting DNA from the food followed by 

amplification of specific pieces of DNA through an enzymatic process. The amplified 

DNA fragments are separated by size using a technique called agarose gel electropho-

resis and are compared with DNA fragments of known size to enable their identifica-

tion.  

In RFLP analysis, the DNA sample is broken into pieces by restriction enzymes i.e. 

enzymes that can recognize specific base sequences in DNA and cut the DNA at that 

site (the restriction site). The resulting restriction fragments are separated according to 

their size using gel electrophoresis. RFLP analysis was the first DNA profiling tech-

nique inexpensive enough for widespread application. 

DNA barcoding is a molecular based system, which is based on the analysis of a 

short genetic marker called the “DNA barcode” in an organism's DNA. The most 

commonly used barcode region, for animals, at least, is a segment of approximately 

600 base pairs of the mitochondrial gene cytochrome oxidase I (COI). By comparing 

the DNA barcode to a compiled database of barcodes it can be identified as belonging 

to a particular species. It differs from molecular phylogeny in that the main goal is not 

to determine patterns of relationship but to identify an unknown sample in terms of a 

preexisting classification. So there is demand for alternative methods to test for food-

borne pathogens that are simpler, quick and applicable to a wide range of potential 

applications [10]. 

3 Novelty of the Proposed Intelligent System 

The main contribution of this research is the development of the sophisticated 

ISDNAEF approach (Intelligent System for DNA Extraction in Food testing) embed-

ded in Droplet Digital System [11], for the automated recognition of the Lagocepha-

lus Sceleratus fish. This process includes extended comparisons of proteins and DNA 

sequences (barcodes). Initially a mapping of the existing DNA barcodes to a set of 

spatial points is done, in order to determine the complex relations that characterize 

these datasets. Pattern recognition in this research is performed by Employing En-

semble Learning (ENL) an approach that incorporates the biologically inspired Ex-

treme Learning Machine (ELM) Artificial Intelligence (AI) algorithm. ELMs are a 

modern, fast and reliable Machine Learning (ML) approach used successfully for 
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classification problems. A comparative analysis of the convergence of the ISDNAEF 

bio-inspired algorithm with the performance of other relative ML methodologies has 

shown its reliability for cases of high complexity datasets.  

The actual innovation of this research is the AI incorporation in the digital ma-

chines that perform the accurate identification, offering safety in food production and 

protection of consumers’ health. Not only the DNA extraction is done extremely ac-

curately but also the required time is minimized significantly, due to the exploitation 

of the ELMs. 

Another strong advantage of this research is the gathering and selection of data 

which is done not only by employing heuristic and bibliographic approaches but also 

with the use of the FASTA algorithm [12] that creates scenarios of high complexity 

and rational data sets that can generalize to new ones. 

Feature selection was performed by using Particle Swarm Optimization (PSO) [13] 

in order to have the optimal convergence and the minimum requirement of computa-

tional resources. To the best of our knowledge the ELMs are used for the first time in 

the case of a Food borne Pathogen Detection System, performing DNA barcode anal-

ysis.  

4 Machine Learning Methodologies 

4.1 Ensemble Learning  

Ensemble methods [14] use multiple learning algorithms to obtain better predictive 

performance than could be obtained from any of the constituent learning algorithms. 

Usually they refer only to a concrete finite set of alternative models, but typically they 

allow for much more flexible structures to exist between those alternatives. Also, they 

are primarily used to improve the performance of a model, or to reduce the likelihood 

of an unfortunate selection of a poor one. Other applications of ensemble learning 

include assigning a confidence to the decision made by the model, selecting optimal 

(or near optimal) features, data fusion, incremental learning, non-stationary learning 

and error-correcting. The novel concept of combining learning algorithms is proposed 

as a new direction of ensemble methods for the improvement of the performance of 

individual algorithms. These algorithms could be based on a variety of learning me-

thodologies and could achieve different ratios of individual results. The goal of the 

ensembles of algorithms is to generate more certain, precise and accurate system re-

sults. Numerous methods have been suggested for the creation of ensembles of learn-

ing algorithms:  

 Using different subsets of training data with a single learning method.  

 Using different training parameters with a single training method (e.g. using 

different initial weights or learning methods for each neural network in an 

ensemble).  

 Using different learning methods. 

Herein the 1st approach was applied in order to develop the ELM ensembles.  
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4.2 Extreme Learning Machines (ELM) 

The ELMs are applying the Single hidden Layer Feed Forward Networks’ approach 

(SLFNs) and the conventional (both single hidden layer and multi hidden layer) feed 

forward ANN one, with the particularity that the hidden layer (known as feature map-

ping) of the SLFNs does not necessarily work in concert. In other words the hidden 

nodes/neurons of the generalized feed forward networks might have been developed 

randomly. Also all the hidden node parameters are independent from the target func-

tions or from the training datasets. The output weights of the ELMs might be deter-

mined in various ways (e.g. with or without iterations, with or without incremental 

implementations). Finally the ELMs might create the hidden node/neuron parameters 

randomly before seeing the training data vectors and they can handle non-

differentiable activation functions without any problems, like stopping criterion, 

learning rate and learning epochs [15].  

5 Description of the Proposed Algorithm 

Before applying ensembles of algorithms using different subsets of training data with 

the ELM learning method, resampling of the datasets was performed by employing 

the Bootstrap with replacement methodology. Bootstrapping is a statistical method for 

estimating the sampling distribution of an estimator by sampling with replacement 

from the original sample, with the purpose of deriving robust estimates of standard 

errors and confidence intervals of a population parameter, like mean, median, propor-

tion, odds ratio and correlation coefficient. In the methodology proposed herein, three 

successive data resampling’s were performed in order to obtain the average perfor-

mance of the algorithm and determine its accuracy. The overall algorithmic approach 

that was proposed herein is described clearly and in details in the figure 1. 

Subsequently, the ELMs were used in order to classify the developed datasets. This 

was done by employing the Gaussian Radial Basis Function kernel according to 

equation 1 [16].  

 

K(u,v)=exp(-γ||u-v||
2
)                                            (1) 

 

The hidden neurons k=20, wi are the assigned random input weights and bi the biases, 

where i=1,…,N and H is the hidden layer output matrix. 

 

H= h(x1)ڭ
h(xN)

൩ = h1(x1) ڮ hL(x1)ڭ ڭ
h1(xN) ڮ hL(xN)

                                 (2) 
 

h(x) = [h1(x), . . . , hL(x)] is the output (row) vector of the hidden layer with respect to 

the input x.  

Function h(x) actually maps the data from the d-dimensional input space to the L-

dimensional hidden-layer feature space (ELM feature space) H and thus, h(x) is 
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indeed a feature mapping. ELM aims to minimize the training error as well as the 

norm of the output weights as shown in equation 3 [16]: 

Minimize : ||Hβ – T||
2
 and ||β||                                     (3) 

 

To minimize the norm of the output weights ||β|| is actually to maximize the distance 

of the separating margins of the two different classes in the ELM feature space 2/||β||. 
The calculation of the output weights β is done according to equation 4 [16]: 

 

                                                   βሺ IC  HTHሻିଵHTT =                                          (4) 
 

where c is a positive constant and T is obtained from the Function Approximation of 

SLFNs with additive neurons  T ൌ tଵTڭtNT                                                           (5) 

 

Fig. 1. The structure of the proposed algorithm 
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Protein Similarity Search method and the FASTA algorithm. However the fact that 

the classification efficiency results still remain very high (in the worst case 94%) is 

very encouraging. This fact enhances and confirms that our proposal to embed AI 

algorithms in automatic devices for DNA extraction for food testing is correct. 

6.1.1   Comparative Analysis 
An analysis was performed for the datasets under consideration, between the ELMs 

method that we have used, versus Multilayer Perceptron (MLP), Support Vector Ma-

chines (SVM) and Random Forest (RF). The results are presented in the following 

table 1. In this case the hold out approach was used (70% Training, 15% Validation 

and 15% Testing). 

Table 1. Accuracy (ACC) and Performance Matrices (PM) comparison between ELM, MLP, 

SVM and RF algorithms in usual_fish_dataset 

 usual_fish_dataset lago_family_dataset lago_fasta_dataset 

Classifier 
ACC and PM  ACC and PM ACC and PM 

ACC RMSE ROC ACC RMSE ROC ACC RMSE ROC 

ELM 98.6% 0.0416 0.998 96.7% 0.0879 0.987 95.9% 0.0810 0.983 

MLP 98.2% 0.0473 0.994 95.6% 0.1091 0.986 94.4% 0.0899 0.979 

SVM  97.1% 0.0635 0.985 94.8% 0.1139 0.973 94.1% 0.0817 0.980 

RF 97.9% 0.0609 0.994 95.5% 0.1055 0.974 94.8% 0.0826 0.979 

 

Taking into consideration the superiority of the ELMs for every dataset we have used 

the ensembles of ELMs approach with different subsets of training data. The Bootstrap 

with replacement was used for the re-sampling three times for each dataset and the final 

average classification accuracy was considered. The results are displayed in table 2.  

Table 2. Accuracy (ACC) and Performance Matrices (PM) of ELM after resampling by 

Bootstrap with replacement method  

 

usual_fish_dataset lago_family_dataset lago_fasta_dataset 

ACC and PM  ACC and PM ACC and PM 

ACC RMSE ROC ACC RMSE ROC ACC RMSE ROC 

Boostrap_1 99.1% 0.0314 0.999 96.9% 0.0647 0.990 95.8% 0.0768 0.987 

Boostrap_2 98.6% 0.0418 0.998 96.8% 0.0662 0.994 96.1% 0.0715 0.994 

Boostrap_3 99.0% 0.0394 0.998 97.0% 0.0658 0.995 96.2% 0.0709 0.995 

Average 98.9% 0.0375 0.998 96.9% 0.0656 0.993 96.0% 0.0731 0.992 

 

Due to the fact that the number of the used features was too high for all three data-

sets (lago_family_dataset 582 independent parameters, usual_fish_dataset 519 and 

lago_fasta_dataset 558) several feature selection attempts were done for the reduction 

of the training time and for the enhancement of the generalization in order to avoid 

overfitting. The Particle Swarm Optimization was used to search for the optimal fea-

ture subset. The assessment of each subset was done by considering the value of each 

subset which is based on the contribution and the degree of redundancy of each cha-
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racteristic. The parameters considered for the final decision are related to the classifi-

cation accuracy and to the correlation of the classification errors in comparison to the 

accuracy of the initial parameters set. After the feature selection the la-

go_family_dataset has 231 independent parameters (reduction by 60%), the 

usual_fish_dataset 197 ones (reduction by 62%) and the lago_fasta_dataset 235 (re-

duction by 57%). The final results are presented in the following table 3. 

Table 3. Accuracy (ACC) and Performance Matrices (PM) of ELM after feature selection by 

PSO search method  

 

usual_fish_dataset lago_family_dataset lago_fasta_dataset 

ACC and PM  ACC and PM ACC and PM 

ACC RMSE ROC ACC RMSE ROC ACC RMSE ROC 

Boostrap_1 99.3% 0.0309 0.999 97.0% 0.0642 0.991 96.2% 0.0688 0.995 

Boostrap_2 98.9% 0.0406 0.999 97.1% 0.0639 0.996 96.3% 0.0685 0.994 

Boostrap_3 99.2% 0.0382 0.999 97.3% 0.0631 0.996 96.4% 0.0679 0.996 

Average 99.1% 0.0366 0.999 97.1% 0.0637 0.994 96.3% 0.0684 0.995 

 

The final conclusion is that the proposed method has proven to be reliable and effi-

cient and has outperformed at least for these datasets the other approaches. 

7 Discussion–Conclusions 

This research paper presents an innovative ensemble classifier method using ELMs 

which was embedded successfully in an advanced food pathogen detection system, 

aiming in the pattern recognition of the dangerous invasive species Lagocephalus 

Sceleratus by digital systems. Machine Learning was employed successfully that per-

forms the pattern recognition based on extended comparisons of protein and DNA 

sequences known as bar codes. It is really important to identify this species in food 

production and canning.  The proposed algorithm uses a sophisticated technique of 

combined learning, improving the potential efficiency of the classification and the 

generalization ability. The whole process is automated by running fast bio-inspired 

machine learning approaches instead of complicated and costly biochemical 

processes. The most significant innovation of this methodology is that it uses embed-

ded AI algorithms in digital control machines of food quality control that ensure pub-

lic health. The system was tested thoroughly under various scenarios showing very 

high accuracy and reliable performance. Future research could involve its extension 

under a hybrid scheme, which will combine semi supervised methods and online 

learning for the trace and exploitation of hidden knowledge between the inhomogene-

ous data that might emerge. Also the use of the unsupervised learning for the re sam-

pling of the datasets will create subsets of higher homogeneity, that will potentially 

train a model with higher accuracy. Finally, it would be very interesting to perform 

optimization of the proposed algorithm, by using heuristic approaches like genetic or 

particle swarm optimization based selective ensemble. 
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