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Abstract. Every learning algorithm, has a specific bias. This may be due to the
choice of its hyperparameters, to the characteristics of its classification method-
ology, or even to the representation approach of the considered information. As
a result, Machine Learning modeling algorithms are vulnerable to specialized
attacks. Moreover, the training datasets are not always an accurate image of the
real world. Their selection process and the assumption that they have the same
distribution as all the unknown cases, introduce another level of bias. Global and
Local Interpretability (GLI) is a very important process that allows the determina-
tion of the right architectures to solve Adversarial Attacks (ADA). It contributes
towards a holistic view of the Intelligent Model, through which we can determine
themost important features, we can understand theway the decisions aremade and
the interactions between the involved features. This research paper, introduces the
innovative hybrid Lipschitz - Shapley approach for Explainable Defence Against
Adversarial Attacks. The introducedmethodology, employs the Lipschitz constant
and it determines its evolution during the training process of the intelligent model.
The use of the Shapley Values, offers clear explanations for the specific decisions
made by the model.

Keywords: Explainable AI · AI defense · Adversarial Attacks · Global
interpretability · Shapley values · Lipschitz constraint

1 Introduction

Machine learning models typically accept input data and they lead to problem solving,
such as pattern recognition by implementing a series of specific transformations. Most
of these transformations prove to be very sensitive to small changes in their input [1].
Utilization of this sensitivity, can, under certain conditions, lead to a modification of the
learning algorithm’s behavior. The term Adversarial Attack [2, 3] is used to describe the
design of specific input (not easily perceivable by human observers) which can lead the
learning algorithm to erroneous results. This is a major problem in the reliability and
security of computational intelligence methods. The problem arises from the fact that

© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
I. Maglogiannis et al. (Eds.): AIAI 2021 Workshops, IFIP AICT 628, pp. 211–227, 2021.
https://doi.org/10.1007/978-3-030-79157-5_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-79157-5_18&domain=pdf
https://doi.org/10.1007/978-3-030-79157-5_18


212 K. Demertzis et al.

learning techniques are designed for stable environments, in which training and testing
data are considered to be generated from the same (possibly unknown) distribution [4].
For example, a trained neural network represents a large decision limit, corresponding
to a common class. A properly designed and implemented attack corresponding to a
modified input, may come from a slightly differentiated data set and it can lead the
algorithm to make a wrong classification decision. For example, the basic structure of a
simple neural network consists of two levels of perceptrons,where the former receives the
input vector as input and the latter receives the output of the first layer and produces the
final output of the network. A classifier that is implemented with the above architecture,
accepts as input the vector of the graded characteristics x1, x2, ..., xD and produces the
output yk as follows [5]:

yk = σ

⎛
⎝

M∑
j=0

w(2)
kj σ

(
D∑
i=0

w(1)
ji xi

)⎞
⎠k = 1, 2, . . . ,K (1)

where k is the total number of the network’s output,M is the number of the perceptrons,
σ is the activation function and w(p)

ji the weights that should be trained.
Such classifiers require the input of a feature vector, which can serve as a good

representation of the input model. This architecture is based on the direct promotion of
the input, from a lower level to a higher one. A group of successive levels that accept
input x, produces an output F(x). The final result is equal to F(x) + x.

Let us assumeaprocess that attemptsAdversarial Attacks on a trainednetwork,which
classifies input x (of the input space I) as a member of classF(x) = L,L ∈ {1, ..., k}.
Then the ADA is achieved by minimizing ‖r‖2 such as [6]:

F(x + r) = L2 �= L = F(x) και x + r = I (2)

In the above modeling, it is considered that two inputs are identical when the L2
norm of their difference is small. This is a simplification of the problem as the aim is
the maximization of the similarity that an observer perceives when he/she sees the two
input values. Thus, the measure of similarity of two inputs is an important parameter of
the problem, which also affects the approximate solutions that are usually developed.
More generally, the detection of Adversarial Attacks for a distance d(x, y) different than
the L2 norm of the difference between x, y, is estimated as [7]:

argmin
y

d(x, y) : F(x) �= L2 and d(x, y) < τ (3)

It should be specified that τ is the threshold for which if two images x, y have
a distance (x, y) < τ , then they are considered as similar by a human observer. For
example, let us consider that we are developing an Adversarial Attack, by employing
the Fast Gradient Signed Method (FGSM) [8]:

advx = x + ε ∗ sign(∇xJ (θ, x, y)) (4)

where advx is the Adversarial Image, x is the original input image, y is the original input
label, ε is a multiplier to ensure that the perturbations are small, θ is a parameter of the
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Fig. 1. Tank 92.55% confidence by VGG-16 Network Architecture

model and J is the loss. Ifwe apply this specific procedure and theVGG-16Convolutional
Neural Network (as analytically described in the third chapter) we are performing an
initial classification of the following image with 92.55% confidence (Fig. 1).

Then we develop perturbations which will be used for the development of the
adversarial attacks [3, 9] (Fig. 2).

Fig. 2. Perturbations

After applying the FGSM methodology and developing the above perturbations,
we obtain adversarial examples, which are given to the network for classification. The
results are displayed in the images below (Figs. 3 and 4).

AdversarialAttacks, havebeen recorded againstanti-spamfiltering,where the system
was misled based on the spelling of the keywords. Also, ADA have been used in cyber-
attacks, by exploiting fake network packets, in deceptively detecting virus signatures
and also in biometric identification attacks, where fake biometric features have been
used. ADA Defense Strategies (ADA_DS) are based either on modifying the classifier’s
parameters in order to make it more robust, or on detecting attacks, by using a classifier
that can generate Aggressive Patterns. Following this approach, ADA_DS recognize
these patterns, by introducing them to their own training set. For example, during the
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Fig. 3. Tank 80.95% (epsilon 0.15) and 64.62% (epsilon 0.17) confidence

Fig. 4. Tank 29.02% (epsilon 0.19) and Park bench 21.92% (epsilon 0.21) confidence

training of a Neural Network, it learns to successfully identify samples that belong to
the training data distribution (DADI). At the same time, it produces large changes in its
output, for samples that are in a close distance from the training DADI. Neural networks
learn to recognizeAdversarial Attacks by introducing a linear combination of the patterns
of the original set, in the training phase. The desired output is the corresponding linear
combination of the original desired outputs. The desired output is the corresponding
linear combination of the desired outputs of the original models. More specifically, if
λ ∈ [0, 1] and xi, xj are two cases of the training set, then the values xnew and f (xnew)

are given by the following Eqs. 5 and 6 [2, 7]:

xnew = λxi + (1 − λ)xj (5)

f (xnew) = λf (xi) + (1 − λ)f
(
xj

)
(6)

Thus, the training set acquires a more generalized distribution, and the network
reaches a better generalization. It does not have large deviation for points of the input
space located outside the distribution of the initial training set. The method succeeds
in improving network’s performance, even for the cases of datasets in which we would
expect the classification function to display significant nonlinearities. Respectively, an
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effective method of defense is based on the observation that the aggressive cases do
not belong to the manifold of the real input data. At the same time, they are closer to
the sub-manifold to which the cases of their real category belong. Specifically, let us
consider that Yc is the set of vectors of the training data that belong to a class c, and y is
the vector of the input features. Then the f

∧

c(y) which is the density distribution of the
actual characteristics of category c at point y is estimated as follows [7, 10]:

f
∧

c(y) = 1

|Yc|
∑
yi∈Yc

exp

(
−‖y − yi‖22

σ 2

)
(7)

Where |Yc| is the number of the elements of the set Yc. According to this method,
an aggressive input corresponding to a real class c1, can be identified as class c2, when
f
∧

c1(x) > f
∧

c2(x).
Extending this view, can be used to extract Bayesian uncertainty from a neural

network (NN), which has been trained using the dropout method. In this case, an input
x takes the output y1, y2, . . . , yT for T different sets of the network’s parameters. The
network’s uncertainty U (x) in point x is estimated by the following relation [6, 8, 10]:

U (x) = 1

T

T∑
i=1

yTi yi −
(
1

T

T∑
i=1

yi

)T(
1

T

T∑
i=1

yi

)
(8)

Assuming that aggressive inputs occur in areas of the network where there is high
uncertainty, U (x) is a useful metric for determining whether an input x is aggressive
or not. Thus the combination of the above two metrics is an appropriate solution for
detecting Adversarial Attacks.

2 Proposed Method

An innovative, hybrid Lipschitz-Shapley methodology for Explainable Defense against
Adversarial Attacks was developed, aiming to offer a cybersecurity environment with
robust solutions capable of recognizing specialized attacks. The proposed methodology,
explores the evolution of the Lipschitz constant during the training of the intelligent
model, while the ShapleyValues produce clear explanations as to why the model made a
particular decision. Specifically using theLipschitz constant we can study the behavior of
the Scattering transform when introducing Aggressive Inputs. This transformation, can
approach the operation of a simple Neural Network’s architecture, by allowing the study
of the way NN succeed in solving difficult problems that require multistage extraction
of features.

At the same time, the properties of this transformation explain how aNeural Network
can achieve invariability in the displacement of the input, aswell as in small deformations
of the input, as in cases of elastic deformation. More specifically, the Aggressive Inputs
are produced when in the input hwe add a very small change p. Thus, we obtain the new
input h + p, which is classified with a properly chosen input function p, in a different
way than the initial input such as [4, 11, 12]:

‖S[m](h + p) − S[m](h)‖ ≤ ‖p‖ (9)
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So, it turns out that the output for an aggressive image is no different from the original
input, more than ‖p‖. Thus, the transformation follows the constraints of the Scattering
transformation based on the following [13, 14]:

N∑
i=1

∣∣∣ψ
∧

(i,j)(ω)

∣∣∣2 ≤ C2

N
,
∣∣ϕ∧(ω)

∣∣2 ≤ C2 (10)

For a value C:

‖S[m](h + p) − S[m](h)‖ ≤ Cm+1‖p‖ (11)

This means that the constant C is a factor that determines how vulnerable the
transformation is to the potential changes of the input against p.

In this research we attempt to detect the evolution of the Lipschitz constant [15],
during the training of a neural network when we use defense methods. In particular,
suppose that the input of a Convolutional Neural Network (CNN) is in the form of a
vector. Let f (xin, c) be the output of the network for the class c when the input vector is
xin. Let yin, hin be two different input vectors, with respective output f (yin, c), f (hin, c)
where yik , hik are the outputs of the kth layer in channel i for each one of the 2 inputs. The
CNN comprises of convolutional layers, pooling layers and ReLU activation functions.
For each of the three types of layers we have:

1) Layer k is a convolution layer. As the images are expressed as one dimensional
vectors, the convolution with a two dimensional core ψijk , which connects the i
output channel with the j input channel, is developed by multiplying the input vector
with the table Aijk that is produced by the initial core as follows [7, 11, 16, 17]:

xik =
Nk∑
j=1

Aijkxj(k−1)i = 1, 2, . . . ,Mk (12)

where Nk is the number of the input channels and Mk is the number of the output
channels of the convolutional layer k.

‖yik − hik‖2 =
∥∥∥∥∥∥

Nk∑
j=1

Aijkyj(k−1) −
Nk∑
j=1

Aijkhj(k−1)

∥∥∥∥∥∥
2

=
∥∥∥∥∥∥

Nk∑
j=1

Aijk
(
yj(k−1) − hj(k−1)

)
∥∥∥∥∥∥
2

≤
Nk∑
j=1

‖Aijk
(
yj(k−1) − hj(k−1)

)‖2

≤
Nk∑
j=1

‖Aijk‖2‖yj(k−1) − hj(k−1)‖2 (13)
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⇒ ‖yik − hik‖2 ≤
Nk∑
j=1

‖Aijk‖2‖yj(k−1) − hj(k−1)‖2 (14)

2) Let k be the Pooling layer where we do not have any overlapping areas, such as:

‖yik − hik‖2 ≤ ‖yj(k−1) − hj(k−1)‖2 (15)

3) If the ReLU function is applied, then the output vector has the following form:

xik =

⎡
⎢⎢⎢⎣

xik(1)
xik(2)

...

xik(m)

⎤
⎥⎥⎥⎦ (16)

The output xik(t) is estimated as follows:

xik(t) = max
(
0, xi(k−1)(t)

)
(17)

‖yik − hik‖22 =
m∑
t=1

∣∣max(0, yi(k−1)(t)
) − max

(
0, hi(k−1)(t)

)∣∣2

≤
m∑
t=1

∣∣yj(k−1)(t) − hj(k−1)(t)
∣∣2 = ‖yj(k−1) − hj(k−1)‖22

⇒ ‖yjk − hjk‖2 ≤ ‖yj(k−1) − hj(k−1)‖2 (18)

where |max(0, α) − max(0, β)| ≤ |α − β|.
Based on the Eqs. 13, 14 και 17, we can estimate a constant Lik for which:

‖yjk − hjk‖2 ≤ Lik‖y10 − h10‖2 (19)

The constant Lik = 1, is defined recursively, and for any type of layer it is estimated
as follows:

Lik =
Nk∑
j=1

‖Aijk‖2Lj(k−1) (20)

1) Pooling layer and ReLU function:

Lik = Li(k−1) (21)

If the network has p layers, we can find the Lipschitz constant that satisfies the
following relation:

‖f (yin, c) − f (hin, c)‖2 ≤ Lcp‖yin − hin‖2 (22)
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Having developed the method for finding a Lipschitz constant for the network, we
study how it evolves during the training of a Convolutional Neural Network. To get a
holistic picture of the network, we need to understand how it makes decisions, as well
as its most important features and the interactions between them.

The use of global and Local Interpretability methodology, offers a more thorough
approach. Global interpretability, provides an overview of the model. Local inter-
pretability, focuses on explanations coming from a small data area where a single exam-
ple is analyzed and it is explained why the model made a specific decision [18]. In small
areas of data, the predictions may depend only linearly or monotonously on certain fea-
tures, instead of having a more complex interdependence between them. Shapley values
are a very effective way to generate explanations on the way a model works [19, 20].
Its mathematical background comes from the Cooperative/Coalitional Game Theory,
where the “Payoff/Gain” of the players of a cooperative game is given by a real function
that gives values to sets of players [19, 20]. The Shapley value is the only payoff function
that satisfies the following four key properties [21, 22]:

1. Anonymity: the axiom of anonymity states that the order of the players does not
affect the amount allocated to them by the Shapley. The consequence of the “Axiom
of Anonymity” is the “Axiom of Symmetry”, which states that the Shapley values of
two symmetric players 1 and 3 are equal.

2. Efficiency: this axiom determines that the distribution of social wealth according to
the Shapley value is collectively rational.

3. Zero-Useless: this axiom determines that if a player has zero contribution to social
wealth, then his/her Shapley value equals 0.

4. Additionality: this axiom specifies that the Shapley value of the “Sum Game” is the
sum of the Shapley values.

The connection of Shapley values to the problem of explaining the architectural
structures of a network is done in the following manner: We consider the problem of
architectural structures, as a “Cooperative Game” whose players are the characteristics
of the data set. The “Gain Function” is the neural network’s model under consideration
and the model’s predictions are the “Corresponding Gains”. In this content, the Strapley
values show the contribution of each feature and therefore the overall explanation why
the model made a specific decision. In conclusion, the Shapley value for a characteristic
i of a neural network’s model f, is given by the following relation [21, 23]:

ϕi =
∑

S∈F\{i}

|S|!(M − |S| − 1)!
M !

[
fS∪{i}

(
xS∪{i}

) − fS(xS)
]

(23)

where F is the set of characteristics, S is a subset of F and M = |F | is the size of F.
This relationship measures the weight of each attribute by calculating and adding its

contribution when it is present in the forecast, whereas it subtracts it when it is absent.
More specifically [19, 24]:

1. fS∪{i}
(
xS∪{i}

)
: is the output when the i∞ characteristic is present.

2. fS(xS): is the output when the i∞ characteristic is absent.
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3.
∑

S∈F\{i}
|S|!(M−|S|−1)!

M ! : is the weighted average of all possible subsets of S in F.

The SHapley Additive exPlanations method (SHAP) explains the models’ decisions
using Shapley values. An innovation of SHAP is that it functions as a linear model and
more specifically as a method that estimates the additional contribution of each feature,
so that an explanation is a local linear approach of the model’s behavior. In particular,
while the model can be very complex as an integrated entity, it is easy to approach it
around a specific presence or absence of a variable. For this reason, the following step
is the calculation of the degree of linear correlation, between the independent and the
dependent variables of the set, with dispersion σ 2

X and σ 2
Y respectively. The next step is

the calculation of the covariance σXY = Cov(X ,Y ) = E(X ,Y ) − E(X )E(Y ), which is
calculated by the Pearson Correlation Matrix R as follows [1]:

R = σXY

σX σY
(24)

Theproposed architecture initially took into account the inability of the abovemethod
to detect nonlinear correlations such as sinus wave, quadratic curve, or to explore the
relationships between categorical variables.The Predictive Power Score (PPS) technique
was selected and used in this study, to summarize the prognostic relationships between
the available data [25]. The PPS, unlike the correlation matrix, can work with non-linear
relationships with categorical data, and also with asymmetric relationships, explaining
that variable A informs variable B more than variable B informs variable A. Technically,
scoring in the interval [0, 1] is a measure of the model’s success in predicting a variable
target, using a non-sample variable prediction. This fact, practically means that this
method can enhance hidden patterns’ discovery and can contribute towards the selection
of suitable prediction variables.

The use of the PPS method, focuses on the fact that a local explanation must be
obtained for the models that are ultimately capable of operating without training. How-
ever, the sensitivity of the SHAPmethod requires the implementation of feature selection
before its application. This will enhance its ability to explain the models as long as the
hyper-parameters’ values are concerned, and it will increase the general ability to deal
with the high dimensionality of data. The complexity of the problem becomes even
higher, as it is combined with the large number of explanations that must be given for
the produced predictions. Thus the distinction between relevant and irrelevant features
as well as the distances between data points cannot be fully captured. Taking this obser-
vation seriously, feature selection was performed to optimally select a subset of the
existing features. This was done without transformation, in order to reduce their number
and preserve the most important and most useful of them. This step is crucial because if
features with low resolution capacity are selected, the resulting systemwill not be able to
perform satisfactorily, whereas if features that provide useful information are selected,
the system will be simple and efficient.

In general, the goal was to select those characteristics that lead to long distances
between classes and small variation between the instances of the same class. The process
of feature selectionwas performedwith the PPS technique. Themetric ofMeanAbsolute
Error (MAE) was used for the calculation of PPS in numerical variables. MAE is related
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to the average of the differences between the predicted and the observed values (Eq. 26)
[1].

MAE = 1

n

n∑
i=1

|fi − yi| = 1

n

n∑
i=1

|ei| (25)

where fi is the estimated value and yi is the actual. The average of the absolute value of the
quotient of these values is defined as the absolute error of their relation |ei| = |fi − yi|.

Respectively, the F-Score is the HarmonicMean of Recall and Precision. It is used to
overall assess classification efforts. The higher the F-Score, the higher the more accurate
the classification. It is calculated from the following Eq. 27 [1]:

FScore = 2 × recall × precision

recall + precision

= 2TruePositives

2TruePositives + FalsePositives + FalseNegatives
(26)

3 Experiments

Having developed the method for finding a Lipschitz constant for the network, we study
how it evolves during the training of the VGG-16 Network for a 224 × 3224 × 3
image data set [26]. This network is characterized by its simplicity, as it uses only 3 × 3
convolutional layers that are stacked one after the other, in scalable depth. The reduction
in volume size is addressed with Max Pooling, while the architecture is completed by
two fully interconnected levels each with 4,096 nodes, which are followed by a Softmax
classifier.

The architecture of the VGG-16 is described in more detail as follows:

1. The input is an image of dimensions 224 × 224 × 3.
2. The first two layers have 64 channels of 3 × 3 filter size and same padding. Then

after a max pool layer of stride 2 × 2, two layers have convolution layers of 256
filter size and filter size 3 × 3.

3. This followed by a max-pooling layer of stride 2 × 2 which is same as the previous
layer. Then there are 2 convolution layers of filter size 3 × 3 and 256 filter.

4. After that, there are 2 sets of 3 convolution layer and a max pool layer. Each has 512
filters of 3 × 3 size with the same padding.

5. This image is then passed to the stack of two convolution layers.
6. In these convolution and max-pooling layers, the filters we use are of the size 3 × 3

instead. In some of the layers, it also uses 1× 1 pixel which is used to manipulate the
number of input channels. There is a padding of 1-pixel done after each convolution
layer to prevent the spatial feature of the image.

7. After the stack of convolution and max-pooling layer, we got a 7 × 7 × 512 feature
map. We flatten this output to make it a 1 × 25088 feature vector.
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8. Finally, there are three fully connected layers. The first receives input from the last
feature vector and outputs a 1× 4,096 vector. The second layer also outputs a vector
of size 1 × 4,096. The third layer outputs 1,000 channels for 1,000 classes. The
output of the 3rd fully connected layer is passed to the softmax layer in order to
normalize the classification vector (Fig. 5).

Fig. 5. VGG-16 Convolutional Network’s Architecture

The network (as shown in Fig. 6) consists of 16 layers, where the last one has 1,000
different outputs, one for each image class (ILSVRC challenge).

Fig. 6. VGG-16 Layers

So we record the average value of the constants Li16 which is symbolized as Lout :

Lout = 1

1000

1000∑
ι=1

Li16
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For the experimental validation of the proposed method, we trained the network
using a mixture of real and aggressive inputs with the method of adversarial examples.
On the other hand, we also trained the network with normal image patterns. At the end
of each epoch, we recorded the constant Lout and studied how it evolves during network
training. The results are presented in Fig. 7 below, where the Adversarial examples are
introduced in the 10th season of training.

Fig. 7. Lipschitz constant in Original vs Adversarial training

The following Fig. 8 presents the evolution of the training error for both methods.

Fig. 8. Lipschitz constant in Original vs Adversarial training and validation

It is obvious that training with aggressive images leads to a neural network with
smaller constant Lout . This confirms the assumption that networks with smaller Lipschitz
constants behave better against aggressive images. It is worth noting that the constant we
calculate is not a lower barrier to the Lipschitz network constant, but continues to exhibit
the behavior we expect. Also if we observe the evolution of the error in the validation
set, we see that the network that has been trained with aggressive images and presents
smaller Lout constant, achieves smaller error and generalizes better. The Shapley values
are then used as a way to generate clear explanations of how the neural network works,
and why the model made a particular decision.



A Lipschitz - Shapley Explainable Defense Methodology 223

It should be emphasized that the explanations of a prediction in terms of the original
input are more difficult than the explanations of predictions in terms of the convolutional
layers (because the higher convolutional layers are closer to the output). In the following
example we explain how the 7th intermediate level of the VGG-16 model affects the
output probabilities for a particular input. Specifically, red pixels represent positive
Shapley values, which increase the probability of a class, while green pixels represent
negative values that reduce the probability of a class. We should emphasize that two
explanatory classification variables (rank_outputs= 2)were used to simplify the process.
This means that we explain only the two most likely classes for each entry, freeing the
process from the explanation of all 1,000 classes that are part of the VGG-16 network.
With this technique, it is possible to understand how the model makes decisions and
what interactions take place between the used characteristics in order to achieve correct
or incorrect categorization. It also offers the ability to manage, control and explain, how
to handle multiple intermediate representations, as well as more advanced features that
may be related to the hierarchical organization of the architecture in successive layers.
Thus it reflects the structure of the dynamics of the developed system. The progressive
classification and investigation of the intermediate relations of the input data along the
levels of the hierarchical architecture, creates clear indications - evidence of how the
final decision is made. This is achieved even if all the layers share the same weight
values. Furthermore, the Lipschitz-Shapley combination clearly captures the transient
states of the internal representations of the input signals, even for problems that require
long internal memory intervals.

4 Conclusions

The idea of standardizing the proposed methodology, emerged based on the application
of a single, universal method of explaining how to make decisions in intelligent systems.
This approach should meet all the requirements for the case of the Adversarial Attacks.
Trying to detect how the Lipschitz constant is evolving in the training of an intelligent
model and using the Shapley Values, we manage to obtain clear explanations of the
reasons that have led to a particular decision. This can enhance the development of
modern information systems’ security applications, resolving issues-queries such as:

1. How many neurons should each hidden level contain?
2. Which activation function works best in each hidden layer?
3. Does the addition of a new layer increase the performance of the architecture or not?
4. What is the function of the final layer, as well as which loss function can optimize

the process?
5. Is there a need for normalization before the linear levels are added?
6. How many hidden layers need to be used?

When evaluating the proposed architecture as a whole, a significant advantage is
focused on its ability to clearly display the information that has been modeled. This
can lead to trusted models, which are based on detailed mathematical and physical
frameworks of system’s behavior. This is in contrast to the corresponding “black box”
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Fig. 9. Shapley values for Original photo and Adversarial examples

approach, which lacks explanations. Another important contribution of the proposed
methodology, is related to the assessment of the uncertaintywhich is an inherent property
of digital security problems (DSP). It is a fact thatDSPdonot follow specific distributions
and they are often linearly unrelated. Finally, an important contribution of this method is
that generalization is ensured experimentally, with unquestionable statistical validation
techniques, even in the case of data use that contains a significant percentage of noise
(Fig. 9).
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Although the evaluation of the proposed methods was done by applying to par-
ticularly painful scenarios and data sets that emerged after exhaustive literature and
experimental research procedures, an important limitation that should be noted is that in
general intelligent methods are sensitive to data quality. Most of the small transforma-
tions related to the slightest changes in the input layer, were analyzed and proved to be
of major importance. The utilization of this sensitivity can lead under certain conditions
to the modification of the behavior of the learning algorithm. Designing an appropriate
strategy to deal with Adversarial Attacks is a specialized and time consuming process.
Such a process can be simplified by the proposed methodology, but it still remains a
serious issue. Its automation and self-adaptation by machine learning models based on
corresponding procedures, requires further investigation.

Proposals for the development and future improvements of the methodology, should
focus on the automated optimization of the appropriate parameters, so that an even
more efficient, accurate and faster explanation process is achieved, in a simple and
unequivocal way. It would also be important to study the expansion of this system by
implementing methods of self-improvement that would redefine the hyperparameters
of the intelligent system automatically. This could lead to a more efficient system that
would resist Adversarial Attacks very effectively.
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