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Conditional Random Field Model for Robust
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Abstract

In this paper, a novel multi-focus image fusion algorithm based on Conditional Random Field

optimization (mf-CRF) is proposed. It is based on an unary term that includes the combined activity

estimation of both high and low frequencies of the input images, while a spatially varying smoothness

term is introduced, in order to align the graph-cut solution with boundaries of focused and defocused

pixels. The proposed model retains the advantages of both spatial-domain methods and multi-spectral

methods and by solving an energy minimization problem, finds an optimal solution for the multi-

focus image fusion problem. Experimental results demonstrate the effectiveness of the proposed method

that outperforms current state-of-the-art multi-focus image fusion algorithms in both qualitative and

quantitative comparisons. Successful application of the mf-CRF model in multi-modal image fusion

(visible-infrared and medical) is also presented here.

Index Terms

Conditional Random Field (CRF), multi-focus image fusion, Energy minimization, Independent

Component Analysis (ICA)

I. INTRODUCTION

Since modern optical lenses exhibit limited Depth-of-Field, only objects within a certain distance range

from the camera sensor can always be in focus. Parts of the scene that exist outside the focal plane of

the camera sensor, are not in good focus or are blurred when captured, thus cannot provide trustworthy

information about these parts of the observed scene. Fortunately, multi-focus fusion techniques can be

used to merge images, captured with different focal settings, into a single composite image with extended

The authors are with the Department of Electrical and Computer Engineering, Democritus University of Thrace, 67100 Xanthi,

Greece.

E-mail: obouzos@ee.duth.gr, iandread@ee.duth.gr, nmitiano@ee.duth.gr

Manuscript received August 1, 2018; revised XXXX XX, 2018.

June 6, 2019 DRAFT



IEEE TRANS. ON IMAGE PROCESSING, VOL. X, NO. X, AUGUST 2015 2

depth-of-field. The main goal of the multi-focus image fusion algorithms is to preserve regions that are

focused and discard the respective defocused parts in the input images.

Several multi-focus image fusion algorithms have been developed lately, which can be classified

according to the recent survey of Li et al. [1] into four major groups: the multi-scale decomposition

based methods, the sparse representation based methods, the methods which perform the fusion directly

to the image pixels or in other transform domains and the methods that are a combination of different

transforms.

In multi-scale decomposition based methods, a multi-scale transform is applied to the input images

in order to obtain their multi-scale representations. Then, a specific fusion rule is applied to the multi-

scale representations to obtain a fused multi-scale representation. Finally, the fused image is obtained by

applying the corresponding inverse multi-scale transform on the fused representation. Both the selection

of the multi-scale decomposition method and the fusion strategy of the multi-scale representations

greatly affect the quality of the fused image. Typical multi-scale decomposition based methods include:

Laplacian Pyramids (LP) [2], Gradient Pyramids (GP) [3], Curvelet Transform (CVT) [4], Discrete

Wavelet Transform (DWT) [5] and the Non-Subsampled Contourlet Transform (NSCT) [6]. Li et al. [7]

made a study on multi-scale decomposition based methods, where the NSCT [6] has shown to achieve

the best performance. Nonetheless, the main drawback of multi-scale decomposition based methods is

their sensitivity to sensor noise [8].

Recently, experts have shown interest towards algorithms based on sparse representations (SR) [9]. SR-

based methods use an overcomplete trained dictionary that leads to a sparser decomposition of the input

images, compared to previous orthogonal transforms. Some of the recently proposed SR-based algorithms

include the Robust Sparse Representation (RSR) algorithm [10], the Multi-Task Sparse Representation

(MRSR) algorithm [10] and the Adaptive Sparse Representation - (ASR) algorithm [11]. According to

[12], the Convolutional sparse representation (CSR) method [13] and the Convolutional Neural Network

- CNN fusion method [14] can also be considered SR-based methods. The main drawback of SR-based

algorithms is their low computational efficiency [15], due to the large overcomplete dictionaries, which

are employed and the related forward/backward domain transforms. Either the forward or the backward

transforms has to be performed using a series of orthogonal projections, known as Orthogonal Matching

Pursuit (OMP) or derivatives of this mechanism, which is computationally expensive.

There are many methods that are not based on multi-scale decomposition or sparse representations.

These methods can be classified to two general classes: pixel domain methods and methods performed

in other transform domains. Pixel-domain methods apply fusion rules directly on the raw images,

according to some local clarity information metrics and as a result, they tend to have less loss of original
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information, compared to transform-domain methods. These methods can be categorized as pixel-based,

block-based and region-based and their goal is to select pixels, blocks or regions respectively, with higher

clarity information. Typical measures for clarity estimation include local variance, spatial frequency and

Laplacian energy. Unfortunately, fused images, produced by block-based methods, tend to suffer from

blocking effects, since there might exist blocks that contain focused and defocused pixels simultaneously.

The same drawback holds with the region-based methods. Traditional spatial-domain fusion methods

suffer from wrong decisions in sub-regions [16], resulting to artifacts in the fused image. Recently, Bai

et al. [17] used a quad-tree structure approach to decompose the source images into blocks with optimal

sizes. Pixel-domain methods, such as Image Matting (IM) [18] and DSIFT [19], firstly calculate the

activity levels of source images, which are later refined at a post-processing step, by making full use of

the spatial correlation of adjacent pixels.

Apart from fusion methods that use multi-scale decomposition or sparse representation, different

transform-domain based methods have been successfully applied for the image fusion problem. Typical

applications include the multispectral domain transforms: Principal Component Analysis (PCA) [20] and

Independent Component Analysis (ICA) [21]. Sun et al. [22] applied gradient-based image fusion using

a Markov Random Field (MRF) fusion model. Fusion was then performed in the gradient domain and

a Poisson equation was solved in order to force the gradients of the fused image to be close to the

fused gradients. The major drawback of the fusion methods in other transform domain is the Gibbs

phenomenon, due to poor image decomposition performance, which leads to spatial distortion, blocking

and ringing artifacts. Performance can also decline in the case of small misregistration errors between the

input images, since these methods use shift-variant dictionaries that are very sensitive to mis-registration.

This can introduce visible artifacts in the fused image.

Since different transform domains have different advantages and limitations, various fusion methods

that combine the advantages of different transform domains have been introduced. Li et al. [23] proposed

a hybrid multiresolution approach that combined wavelets and contourlets. Experiments demonstrated

that their hybrid method performed better than either the wavelet or contourlet domain when used

independently. Liu et al. [15] proposed an image fusion framework based on a combination of multi-scale

transform and sparse representation.

In this paper, we propose a novel CRF-based algorithm that uses a combination of different domains

and preserves their respective advantages. An unary energy term is extracted by a combined activity

estimation in both the multi-spectral and spatial domain, making the algorithm robust against both noise

and against mis-registration of input images. A spatially varying smoothness term is then used to align

the graph-cut solution to the border of focused and defocused pixels.
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Fig. 1. Block diagram of data term extraction for clean and possibly noisy input images.

The main contributions of this paper are as follows:

1) A multi-focus CRF based algorithm (mf-CRF) for decision fusion in the spatial domain is intro-

duced. Both multispectral and spatial domain activity estimations are used to formulate a unary

energy term, while a novel smoothness term for consistency of the decision map is introduced.

The smoothness term uses joint gradient information of input images and input image difference

to align the graph cut solution to the border of focused and defocused input pixels and achieve

consistency of the decision map.

2) Fused images obtained by mf-CRF are robust against input noise, since the algorithm retains the

advantages of multispectral domain methods and preserves original information by fusing input

images in the spatial domain and using weights equal to one.

3) Seamless fused images can be obtained through the introduced priors used in the smoothness term.

Moreover, a global optimum solution to the multi-focus image problem can be achieved when two

input images are used, by solving the energy minimization equation.

To the best of our knowledge, this is the first time that graph cuts are used in a multi-domain image

fusion approach, preserving advantages of both spatial and multi-spectral domains. In addition, we exhibit

the importance of Conditional Random Field optimization for the problem of image fusion, especially

for the multi-focus image fusion problem.

II. MF-CRF FUSION ALGORITHM

In the following section, we present a novel multi-focus CRF based model (mf-CRF) that preserves

the advantages of multi-spectral algorithms (robust against input images with noise) and overcomes their

limitations that lead to loss of original information, by working in the spatial domain. A spatially varying

smoothness prior, which is sensitive to the joint contrast and difference of input images is introduced,
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and is used to assign pairwise constraints between adjacent pixels to achieve spatial consistency of the

decision map. Another advantage of the proposed method is that it can handle images contaminated by

noise. Equally, it can work with either fixed or adaptive dictionaries. Moreover, the mf-CRF can directly

process multiple image inputs (more than 2).

For simplicity, we firstly assume that we have two input images, and we thus formulate the multi-focus

fusion problem as a binary energy minimization problem. A binary decision map with labels `nε {0, 1} is

used to reconstruct the fused image. When `n = 0 the first input image is selected to represent the fused

pixel at the spatial location n, similarly, when `n = 1 the second input image is selected to represent

the pixel at n in the fused image. In section III, we extend this model to multiple input images. A

binary decision map with weights equal to one is preferred over a decision map with weights different

to one, since fused images obtained by the former approach have high contrast and preserve original

information, while fused images obtained by the latter approach have loss of original information and

have lower contrast.

The fused image F for two input images I1, I2 is computed as:

Fn = (1− `n)I1,n + `nI2,n. (1)

We estimate the labels ` of the decision map according to the energy minimization equation:

`1..N = argmin
`1..N

 N∑
n=1

Edn (`n) +
∑

(m,n)εC

Esm,n (`m, `n)

 (2)

where the data term Ed is the negative log likelihood of the activity levels at each spatial location n, while

the smoothness term Es is used to impose pairwise spatial consistency between the labels of adjacent

pixels m,n of the decision map that belong in clique C equal to the N − 8 neighborhood. The α − β

swap algorithm [24] based on graph-cuts is used to solve efficiently the energy minimization problem.

A. Pipeline

The block diagram for the estimation of the unary term Ed is depicted in Fig. 1. Firstly, centering is

applied to the input images and both low and high frequency content from either image are extracted.

Low and high frequency is performed using simple 1st-order filters with cut-off frequency at π/2. The

created 1D 1st-order low-pass and high-pass filters are applied firstly row-wise and then column-wise.

The high frequency content is converted to the transform domain and the sum of absolute transform

coefficients is used as an estimator of their activity level. The Sum of Modified Laplacian (SML) [25] is

employed to measure activity of low frequency contents. In order to draw safer activity level estimations

and preserve the advantages of both spatial domain and multi-spectral domain, SML and ICA have been
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(a) (b)

Fig. 2. Source input images, (a) Foreground is well focused, (b) Background is well focused.

employed. More precisely, SML uses a [3× 3] window and when solely used, produces a very noisy

activity level estimation decision map (Fig. 6a) and a noisy fused image (Fig. 7a), which however has

good discrimination and accuracy near object boundaries mainly due to the small window. On the other

hand ICA uses a [7× 7] window. Due to the larger window the decision map (Fig. 6b) has less noise,

high coherence but the activity level estimation is not very accurate near object boundaries since the

larger window is more prone to include both focused and defocused pixels at the same time (Fig. 6b) and

thus the fused image also suffers from blocking artifacts near the boundaries (Fig. 7b). ICA is also robust

against noise since transform domain shrinkage algorithm can remove the noisy transform coefficients,

while SML is not robust against additive gaussian noise. By using both SML for the low frequency

and ICA for the high frequency activity estimations, the proposed mf-CRF preserves successfully the

advantages of both pixel based and transform domain based methods. Finally, the Softmax function [26]

is then used to convert the activity estimation of both frequency bands into probabilities, and the negative

log-likelihood of the combined probability is used to form the unary Ed term.

B. Unary term Ed

Following the centering pre-processing step, activity estimation of both high and low frequencies of

input images I1...N is used to form the unary term.

Fig. 2 shows two multi-focus input images that will be used to demonstrate the steps for the

computation of the unary term Ed.

1) Probability of high frequency activity P h: The high frequency content H is obtained after centering

the input images and is estimated by dividing the images in [7× 7] blocks. At each block, the ICA

decomposition [21], [27] is performed. At each spatial location n, an activity level indicator Shn is

computed. In the case of clean input images, Shn is equal to the the L1-norm of the block’s transform

coefficients. In the case of noisy input images, corrupted with Additive White Gaussian noise with

known σ2 variance, transform-domain shrinkage [27] is first used to filter noisy coefficients and then Shn

is computed as the L1-norm of the block’s denoised transform coefficients. In order to demonstrate the
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(a) (b) (c) (d)

Fig. 3. Activity of high frequency Sh, probability of high frequency Ph. Darker colors correspond to smaller values, whereas

brighter colors to higher values. (a) Sh
1 , (b) Sh

2 , (c) Ph
1 , (d) Ph

2 .

effectiveness of the mf-CRF model, a small shift-variant dictionary of fixed size is used to measure the

activity of high frequency contents in transform domain. More precisely, we use an ICA dictionary of 48

bases. More details about ICA dictionaries can be found at [27]. ICA dictionary bases are edge sensitive

[21] and are used as estimators of activity level for every patch of the high frequency contents of input

images.

Shn =

Nb∑
b=1

|cbn| (3)

where Shn is the activity measure of the transform coefficients at the spatial location n, cbn is the transform

coefficient for the b basis at n and Shn equals to L1-norm of the transform coefficients. Fig. 3a, 3b depict

the activity level estimations of Sh. Darker intensities indicate lower values, while brighter intensities

higher values of activity level Sh. In Fig. 3a, Sh1 has higher values for the focused part of the girl which

is well-focused, while in Fig. 3b Sh2 has higher values for the background. Ambiguous regions, such as

the region above the girl’s hand, have low activity levels Sh in both Fig. 3a, 3b.

The joint probability of activity estimation for high frequency contents P h, given the label ` of the

decision map at each spatial location n, is calculated as the softmax function of the Shn:

P h
(
Sh1,n, S

h
2,n | `n

)
=


exp(Sh1,n)∑2
i=1 exp(Shi,n)

if `n = 0

exp(Sh2,n)∑2
i=1 exp(Shi,n)

if `n = 1

(4)

where Shi,n corresponds to the activity measure of high frequency h of image i at location n. Fig. 3c, 3d

show the probabilities of high frequency P h. Darker intensities indicate lower probabilities while brighter

intensities higher probabilities. The well-focused parts of the input images have higher probabilities and

brighter intensities, while the defocused regions have lower probabilities and darker intensities. Ambigious

regions such as the region above the girl’s hand have the approximately the same probabilities in both

images.
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(a) (b) (c) (d)

Fig. 4. Activity of low frequency Sl, probability of low frequency P l. Darker colors correspond to smaller values, whereas

brighter colors to higher values. (a) Sl
1, (b) Sl

2, (c) P l
1, (d) P l

2.

2) Probability of low frequency activity: In this work, we use an activity level indicator for the low

frequency content. In order to measure the low-frequency activity level, we assign Sln to the Sum of

Modified Laplacian (SML) [25]. For the low-frequency content, we define the saliency estimator Sli,n for

the low frequency l and spatial location n for the i-th image.

The discrete version of the Modified Laplacian (ML) is computed by the following formula:

ML (x, y) = |2f (x, y)− f (x− s, y)− f (x+ s, y)|

+ |2f (x, y)− f (x, y − s)− f (x, y + s)| (5)

where x, y are pixel coordinates and s is a variable spacing between the pixels used to compute the

derivatives. The sum of modified laplacian (SML) for a small window can then be calculated by:

SML (x, y) =

x+N∑
i=x−N

y+N∑
j=y−N

ML (i, j) , ML (i, j) > T (6)

where N defines the size of the window and T is a threshold value.

Sli,n = SML (Li,n) (7)

where Li,n is the low-frequency content for the input image i at the spatial location n. In our experiments,

SML is applied to a window of size [3× 3] and a threshold value T = 0 and s = 1. Fig. 4a, 4b include

the low frequency activity estimations Sl for the input images, darker intensities indicate lower activity

levels, while brighter intensities indicate higher activity estimations. The softmax function is again used

to convert the saliency information to probability.

P l
(
Sl1,n, S

l
2,n | `n

)
=


exp(Sl1,n)∑2
i=1 exp(Sli,n)

, if `n = 0

exp(Sl2,n)∑2
i=1 exp(Sli,n)

, if `n = 1

(8)

where Sli,n corresponds to the activity measure of low frequency l of image i at location n. Fig. 4c, 4d

include the probabilities P l for the low frequency, darker intensities indicate lower activity levels, while
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(a) (b) (c) (d)

Fig. 5. Combined probabilities P d and energy data term Ed: (a) P d
1 , (b) P d

2 , (c) Ed
1 , (d) Ed

2 . Darker colors correspond to

smaller values, while brighter colors to higher values.

brighter intensities indicate higher activity estimations. Well-focused regions have brighter intensities than

defocused regions. Ambiguous regions also have approximately same gray values in both images.

3) Data Term: The joint probability distribution for the unary data term over the label field is given

by the product of the probability density function for the low and high frequencies, i.e. P d = P hP l. The

unary term Ed is then defined as the negative log likelihood of P d, i.e. Ed = − log(P d). Fig. 5a, 5b

depict the combined probabilities P d of the input images while Fig. 5c, 5d show the unary term Ed for

the two input images. Darker intensities indicate lower values, while brighter intensities denote higher

values.

C. Smoothness energy term

Here, we introduce the spatially varying penalty term f (∆I,∇I) for neighboring pixels having different

labels, which depends on both the image difference and the gradients of input images. It combines two

priors about both the fused image F g gradients and the joint contrast of both input images C.

The prior of fused image gradients F g is used to achieve a seamless fusion result, which can be

obtained in the case that the difference of pixels around the segmentation cut is small. The segmentation

cut corresponds to a change of selected input image to represent adjacent pixels, thus the F g prior aims

to minimize the difference of input images when adjacent pixels p, q have different labels. Thus, F gpq

corresponds to the euclidean distance of potential gradients
∑
∇pqF and is approximated, as follows:

F gpq =

√
(J1,p − J2,q)2 + (J2,p − J1,q)2 (9)

Ji,n = ‖Ii,n‖ (10)

where Ji,n is the L2-norm of the RGB values of Ii image at location n. The joint contrast term C is

used to align the segmentation cut with the boundaries of focused and out-of-focus regions, which are
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(a) (b) (c) (d)

Fig. 6. Decision maps obtained by the labels a) ` = argmax
(
P l

)
, b) ` = argmax

(
Ph

)
c) ` = argmin

(
Ed

)
, d) ` =

argmin (mf-CRF).

likely to appear near object boundaries, where both input images have high contrast and is likely to have

a cut solution.

The proposed term C, which depends on both input images gradients, is given by:

Cpq =

√
(∇pqJ1)2 + (∇pqJ2)2 (11)

∇pqJi = Ji(p)− Ji(q) (12)

Hence, the smoothness term Es is computed as:

Es (`p, `q) = dis(p, q)−1
F gpq + c

Cpq + c
I`p 6=`q (13)

where dis(·) is the Euclidean distance of neighboring pixels p, q, I is an indicator function that equals

to 1 for different labels and c is a small constant to ensure stability.

Fig. 6c demonstrates the labels that directly minimize the unary term, which result to a very noisy

label estimation and Fig. 6d shows the labels that minimize the proposed mf-CRF model. The extracted

Decision Map from the mf-CRF model has label consistency, without being noisy and the graph cut

solution follows the shape prior of the model, and the boundary between the focused and defocused

pixels. Fig. 7 includes the fused images obtained by the labels that minimize the unary term (Fig. 7c)

and by the labels that minimize the mf-CRF model (Fig. 7d) for the input source images Fig. 2.

The fused image obtained by the mf-CRF model has high visual quality, without artifacts around the

graph-cut solution due to the introduced smoothness term.

D. Energy Minimization and α− β swap

The energy minimization of (2) can be solved efficiently using graph cut optimization. Let G = 〈V, E〉

be a weighted graph, which consists of vertices V and edges E . An s-t cut C on a graph G with two
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(a) (b) (c) (d)

Fig. 7. Fused images obtained by application of the labels a) ` = argmax
(
P l

)
, b) ` = argmax

(
Ph

)
c) ` = argmin

(
Ed

)
,

d) ` = argmin (mf-CRF).

terminals s, t is a partitioning of the nodes in the graph into two disjoint subsets S and T such that the

source s is in S and the sink t is in T . The cost of the cut C, denoted |C|, equals to the sum of its edge

weights. The minimum cut problem is to find the cut with smallest cost. Boykov et al. [24] proposed

two move-making algorithms: a) the α−expansion and b) the αβ−swap in order to solve the minimum

cut problem. Both algorithms were tested in our experiments resulting to the same graph-cut solution. In

the mf-CRF approach, we chose to use the αβ−swap. The swap algorithm has one possible move for

every pair of labels α, β εL. An αβ-swap move allows a random variable, whose current label is α or

β, to take either label α or label β. The transformation function Tαβ (·) for an αβ-swap transforms the

current label xci of a random variable xi, as follows:

xni = Tαβ (xci , ti) =



xci if xci 6= α and xci 6= β,

α if xci = α or β and ti = 0,

β if xci = α or β and ti = 1.

(14)

One iteration of the algorithm involves performing swap moves for all α and β in the label set L

successively in some order. The energy of a move t is the energy of the labeling xn that the move t induces,

that is, Em (t) = E (T (xc, t)). The move energy is a pseudo-Boolean function (Em : {0, 1}n → R) and

will be denoted by Em (t). At each step of the swap-move algorithm, the optimal move t∗ (i.e., the move

decreasing the energy of the labeling by the greatest amount) is computed. This is done by minimizing

the move energy, that is, t∗ = argmintE (T (xc, t)). The pseudo-Boolean energy corresponding to a

swap move is:

E (Tαβ (xc, t)) =
∑
iεV

Φi (Tαβ (xci , ti))

+
∑

(i,j)εE

Ψij

(
Tαβ (xci , ti) , Tαβ

(
xcj , tj

))
(15)
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(a) (b) (c) (d)

Fig. 8. Fusion result of more than two input images. a) Source 1, b) Source 2, c) Source 3, d) mf-CRF fused image.

where xc is fixed and t is the unknown variable, Φi (xi) the unary term and Ψij (xi, xj) the binary

terms. The swap algorithm can be used whenever the following condition is satisfied:

Ψij (α, α) + Ψij (β, β) ≤ Ψij (β, α) + Ψij (α, β) , ∀α, βεL (16)

E. Fusion of noisy multi-focus images

The proposed mf-CRF method can be extended to work competitively with noisy multi-focus images,

since it preserves the advantages of the ICA domain, and the domain’s robustness against noisy input

images. More precisely, Fig. 1 demonstrates the extended pipeline that handles noisy input images.

Firstly, centering is applied to the noisy input images extracting low and high frequency contents. No

further post-processing is required for the low-frequency contents, since they are treated as non-noisy, as

shown in the pipeline Fig. 1, despite the white noise assumption. On the other hand, the high frequency

contents, are assumed to include both information of the scene as well as noise. In order to handle

efficiently the information of the high frequency contents and proceed to more accurate activity level

estimation, a hard shrinkage algorithm is applied to the transform coefficients using the standard deviation

of noise σn. Spatial ICA coefficients with absolute value below 2σn are set to zero [27]. Later, the activity

level estimation for the high frequency contents is estimated as the summation of the respective absolute

value of ICA coefficients after shrinkage.

The smoothness prior is extracted from the low-frequency content of the input images. In the mf-CRF

approach, fusion of noisy input images is performed using the decision map obtained by solving the

energy minimization problem with the α− β swap algorithm [24].

Detailed performance evaluation of the proposed mf-CRF against additive Gaussian noise is included

in Section IV-E.

III. MULTI-FOCUS IMAGE FUSION WITH MORE THAN TWO INPUTS

Most image fusion methods, in order to handle more than two input images, work in a pairwise fashion

until all input images are fused (see Nejati et al. [16]). A main advantage of the proposed mf-CRF model
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is its ability to fuse more than two input images. The unary term is computed similarly to the case of

two input images. The proposed Smoothness term Es for N input images can be rewritten as follows:

Es (`p, `q) = dis(p, q)−1

√∑N
i=1

∑N
j=1
j 6=i

(
∆ij
pqJ
)2

+ c√∑N
k=1 (∇pqJk)2 + c

Vpq (17)

Vpq =
|`p − `q|
N − 1

(18)

where labels `p, `qε {0, 1, . . . , N − 1} and correspond to the labels of the first, second,. . . , N th input

image respectively, and c is a stability constant. In addition,

∆ij
pqJ = Ji(p)− Jj(q) (19)

When the mf-CRF has multiple input images, images should be provided ordered from near to far

focus. Adjacent pixels in the fused image are likely to be from the same image (same label) or from input

images captured with slightly different focal length (labels that are close). Thus, the smoothness penalty

for adjacent labels, is relative to the focal difference of the input images and the penalty for assigning

labels to adjacent pixels is relative to the order difference of the input images. Adjacent pixels that are

around edges of the input image are likely to belong to different objects which have different distance

from the camera sensor, and thus the penalty is greatly reduced, allowing them to get more “distant”

labels. In order to apply the mf-CRF algorithm to multiple input images, the images should be ordered

either manually from near-focused to far-focused, or automatically using the focal length as found in the

exif data of each input image.

In order to demonstrate the mf-CRF effectiveness, an example with three input images is shown in

Fig. 8. As it can be seen, the fused image has no artifacts and contains all the focused regions from all

input images.

IV. EXPERIMENTAL RESULTS

In order to evaluate the performance of the proposed algorithm, we need to benchmark some state-of-

the-art multi-focus fusion algorithms. Both qualitative and quantitative comparisons are included using

datasets that contain input pairs with RGB images and grayscale images respectively. An artificial dataset

with manually added Gaussian blur and noise was also created, in order to assess towards the evaluation

of compared methods against Additive Gaussian Noise. A short analysis of the proposed method’s

computational cost is also provided and discussed.
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A. Datasets

The proposed algorithm is evaluated on two multi-focus image datasets and one artificial dataset. The

first dataset consists of 20 RGB multi-focus image sets, obtained from the Lytro dataset [16]. The second

dataset consists of 17 grayscale multi-focus image pairs, which were obtained from the dataset [28].

Lastly, an artificial dataset of 15 image pairs was created from 15 images from the Pascal Visual Object

Classes (VOC) Challenge dataset [29]. All three datasets are available at: https://bit.ly/2M4hAzQ

B. Benchmark algorithms

The proposed algorithm is compared with 11 state-of-the-art multi-focus image fusion algorithms.

More specifically, we used the following 3 multi-scale decomposition based methods: a) Non-Subsampled

Contourlet Transform (NSCT) [6], b) Multi-scale Weighted Gradient-based Fusion algorithm (MWGF)

[3], c) image fusion algorithm with guided filtering (GF) [30]. In addition, the following 3 sparse

representation based (SR) methods were also used: a) Sparse Representation (SR) [9], b) Adaptive

Sparse Representation (ASR) [11], c) multi-focus image fusion algorithm with a deep Convolutional

Neural Network (CNN) [14]. The following 4 methods based on other domains were also used: a) the

Dense SIFT image fusion algorithm (DSIFT) [19], b) the image matting algorithm for image fusion

(IM) [18], c) the boundary-finding image fusion algorithm (BF) [28], d) the quadtree-based image fusion

algorithm [17]. Finally, the following method, which uses a combination of different transforms, was also

used: Non-Subsampled Contourlet Transform with Sparse Representation (NSCT-SR) [15].

C. Qualitative evaluation

The visual quality of fused images is used to assess the qualitative evaluation of multi-focus image

fusion algorithms.

Fig. 9a and 9b show the source images for the ‘Clock’ image set found in the grayscale dataset.

Fig. 9 demonstrates the fusion results along with magnifications of the region around the boundary of

focused and defocused pixels, which are included to assess the fusion visual quality. Sparse representation

methods SR and ASR, multi-scale decomposition method NSCT and the transform combination method

NSCT-SR lose part of the clock border near the digit ‘8’, due to the fusion rules that are used. The DSIFT

fused image loses part of the clock border near the digits ‘8’ and ‘9’. The Quadtree fused image also

suffers from loss of information near the digit ‘8’, since the algorithm fails to find blocks of optimal size

to decompose the magnified region. The GF-fused image loses original information for the clock border

near the digit ‘8’, since it cannot provide correct weights near the decision boundary. Fusion results of

IM, BF, CNN, and mf-CRF provide visual results of higher quality, since they do not produce artifacts
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(a) (b) (c) (d) (e) (f) (g)

(h) (i) (j) (k) (l) (m) (n)

Fig. 9. Fusion results for the ‘Clock’ set. a) Source 1 (Foreground is well-focused), b) Source 2 (Background is well-focused.)

c) DSIFT, d) GF, e) MWGF, f) Quadtree, g) BF, h) IM, i) NSCT, j) NSCT-SR, k) SR, l) ASR, m) CNN, n) mf-CRF.

near the clock border. The CNN method does not produce a crisp border, since it does not use weights

equal to one resulting to fused images of lower contrast and loss of original information. Similarly, the

fused image of IM has edge-blurring, due to the used weighted fusion approach with weights different

to one. The BF method also has blurred regions, found at the lower left part of digit ‘8’ and also near

the lower right part of the border clock, which are mainly the result of the weighted fusion with weights

different to one, resulting to loss of original information. On the other hand, the fused result of the

proposed mf-CRF method has higher visual quality against all other compared methods. The proposed

smoothness prior can effectively align the cut with the clock border, which is preserved in the fused

image best. A seamless fusion result is achieved without losing part of original information, since the

weights used are equal to one.

Fig. 10a and 10b show the source images for the ‘Lab’ image set found in the grayscale dataset. Fig.

10 demonstrates the fusion results along with magnifications of two selected regions around the clock

border and the student’s head. Transform-domain methods (NSCT, NSCT-SR, SR, ASR) produce artifacts

around the head, since they are not robust against mis-registration in input images. Moreover, the edge

of the clock is not sharp, due to loss of original information. The fused image obtained by the DSIFT

algorithm produces artifacts in the left side of the head and also loses part of the original clock border.

The image produced by GF does not have a sharp clock edge, while also produces artifacts near the

student’s head. The methods BF, IM, MWGF, Quadtree, CNN as well as the proposed method provide

visually satisfying results, which do not have artifacts. The Quadtree method produces some artifacts

around the clock border, since the method cannot find blocks of optimal size for that region. The BF, IM,
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(h) (i) (j) (k) (l) (m) (n)

(a) (b) (c) (d) (e) (f) (g)

Fig. 10. Fusion results for the ‘Lab’ set. a) Source 1 (Near focused), b) Source 2 (Far - focused.) c) DSIFT, d) GF, e) MWGF,

f) Quadtree, g) BF, h) IM, i) NSCT, j) NSCT-SR, k) SR, l) ASR, m) CNN, n) mf-CRF.

CNN, MWGF methods lose original information and produce images of lower contrast, since they use

weighted fusion of input images, where weights can be different to one. The proposed mf-CRF algorithm

can identify successfully the focused and defocused areas, providing a robust graph-cut solution for fusing

input images with mis-registration. Magnified regions of the fused image obtained by mf-CRF have better

visual quality than the respective magnified regions of all compared algorithms.

Fig.11a and 11b show the source images for the ‘Golfer’ image set found in the dataset with RGB

image pairs, while Fig. 11 shows the fused images along with magnifications of two selected regions

for each of the fused images. The Multi-scale based method (NSCT), the sparse-representation based

methods (SR, ASR and NSCT-SR), which use a combination of transform domains, all exhibit a loss of

original information, since the fused images have lower contrast compared to the pixel-domain methods

(DSIFT, GF, Quadtree), the sparse-representation method (CNN) and the proposed mf-CRF, which uses a

combination of pixel and multispectral domains. When larger dictionaries are used (ASR, NSCT-SR, SR),

the reconstruction is more accurate and fused images have higher contrast compared to the NSCT. The

BF method fails to identify the focused and defocused regions, in the red magnified region producing an

out-of-focus result. The GF, MWGF, IM, CNN methods produce images of lower contrast compared to the

DSIFT, Quadtree, mf-CRF algorithms, since they produce blurred results near the decision boundaries in

both selected regions, due to using weights different to one. The DSIFT, Quadtree and mf-CRF methods

produce better visual results in both magnified regions and produce fused images of better contrast. The
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(a) (b) (c) (d) (e) (f) (g)

(h) (i) (j) (k) (l) (m) (n)

Fig. 11. Fusion results for the ‘Golfer’ set. a) Source 1 (Foreground is well focused), b) Source 2 (Background is well focused.)

c) DSIFT, d) GF, e) MWGF, f) Quadtree, g) BF, h) IM, i) NSCT, j) NSCT-SR, k) SR, l) ASR, m) CNN, n) mf-CRF.

DSIFT method has blurred pixels around the club. The Quadtree method also has blurred pixels in the

fused image, since it fails to find blocks of optimal size, especially near the boundaries of focused and

defocused pixels. The fused image obtained by the mf-CRF has better visual quality than the compared

methods for the input image pair ‘golfer’ that features perfect registration. More fusion results for the

proposed mf-CRF method can be found online at: https://bit.ly/2M4hAzQ, along with all figures of the

paper.

D. Objective Evaluation

Liu et al. [31] studied 12 popular image fusion metrics and classified them in four categories: (1)

information theory based metrics, (2) image feature based metrics, (3) image structural similarity based

metrics and (4) human perception inspired metrics. In this paper, a representative metric from each of

the above categories is used to evaluate objectively the performance of the proposed mf-CRF method.

In order to guarantee the objectivity of the presented evaluation results, all metrics were implemented

by third-parties and the parameters used by each fusion algorithm are set to the values described in the

respective publications. Larger values in each of the metrics, indicate better fusion result.

Tables I and II include the objective performance of different fusion methods using four metrics that

belong to all four categories of [31]. The average scores on 20 RGB image pairs and 17 grayscale image
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TABLE I

MEAN SCORE OF METRICS FOR 20 RGB SETS.

Methods MI QG QY QCB

DSIFT 8.9315 (1,10) 0.7633 (2,8) 0.9877 (0,0) 0.8092 (4,8)

GF 8.2421 (0,0) 0.7616 (2,1) 0.9821 (0,1) 0.7976 (0,0)

MWGF 8.4569 (0,0) 0.7497 (0,0) 0.9873 (0,3) 0.7972 (0,0)

Quadtree 8.9297 (1,7) 0.7628 (0,1) 0.9884 (0,5) 0.8089 (6,7)

BF 8.8953 (1,1) 0.7583 (0,0) 0.9896 (4,7) 0.8091 (1,2)

IM 8.6090 (0,0) 0.7575 (0,0) 0.9834 (0,0) 0.7969 (0,0)

NSCT 7.1986 (0,0) 0.7502 (0,0) 0.9649 (0,0) 0.7527 (0,0)

NSCT-SR 7.4092 (0,0) 0.7511 (0,0) 0.9673 (0,0) 0.7602 (0,0)

SR 8.3321 (0,0) 0.7581 (0,1) 0.9760 (1,0) 0.7827 (0,0)

ASR 7.1310 (0,0) 0.7510 (0,0) 0.9691 (0,0) 0.7264 (0,0)

CNN 8.6420 (0,0) 0.7629 (4,4) 0.9875 (1,1) 0.8084 (1,0)

mf-CRF 8.9506 (17,2) 0.7641 (12,5) 0.9896 (14,3) 0.8098 (8,3)

pairs are shown in Table I and Table II respectively and the best score appears in bold. A parenthesis

that includes the number of times each method achieves the first (left) and second (right) best scores

according to each metric is also shown in the table.

Firstly, every method is compared, according to the Mutual information (MI) [32] metric of the

information theory category. Pixel-domain based methods (DSIFT, MWGF, BF, IM), the multi-scale

decomposition method GF, the sparse representation based CNN and the proposed mf-CRF exhibit greater

performance compared to the multiscale method NSCT, the sparse representation methods SR and ASR

and the method based on transform combination NSCT-SR. The sparse representation methods SR, ASR

and multi-scale method NSCT have higher loss of original information compared to pixel-domain based

methods. Moreover, methods that incorporate weighted fusion of original input images (CNN, IM, GF,

MWGF) tend to have lower performance, since they lose original information, despite the binary-hard

decision fusion methods (mf-CRF, DSIFT, Quadtree), which preserve the original information.

In both cases of RGB and grayscale image sets, the proposed mf-CRF fusion method performs very

well, compared to the other methods and achieves first and second best scores in most benchmarks.

The proposed method exhibits the highest and most frequently best score in terms of gradient-based
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TABLE II

MEAN SCORE OF METRICS FOR 17 GRAYSCALE SETS.

Methods MI QG QY QCB

DSIFT 8.6267 (0,5) 0.7405 (0,2) 0.9799 (0,1) 0.7851 (5,1)

GF 7.5732 (0,0) 0.7361 (0,1) 0.9715 (0,0) 0.7584 (0,0)

MWGF 7.8171 (0,0) 0.7231 (0,0) 0.9761 (0,0) 0.7695 (0,1)

Quadtree 8.6604 (6,4) 0.7400 (1,7) 0.9818 (0,3) 0.7777 (1,6)

BF 8.6147 (1,3) 0.7397 (1,2) 0.9886 (6,7) 0.7884 (2,6)

IM 8.3264 (0,0) 0.7353 (0,2) 0.9756 (0,1) 0.7683 (0,0)

NSCT 6.2947 (0,0) 0.7074 (0,0) 0.9439 (0,0) 0.7284 (0,0)

NSCT-SR 6.3474 (0,0) 0.7072 (0,0) 0.9416 (0,0) 0.7285 (0,0)

SR 7.7775 (0,0) 0.7241 (0,0) 0.9529 (0,0) 0.7402 (0,0)

ASR 6.3790 (0,0) 0.7192 (0,0) 0.9541 (0,0) 0.7057 (0,0)

CNN 8.3190 (0,0) 0.7390 (5,0) 0.9848 (3,0) 0.7832 (2,0)

mf-CRF 8.7034 (10,5) 0.7422 (10,3) 0.9889 (8,5) 0.7891 (7,3)

fusion performance index (QG) [33]. The pixel-domain based methods (DSIFT, Quadtree, BF), the sparse

representation based (CNN), the multi-scale (GF) and the transform combination (mf-CRF) seem to

preserve the strong edges that are transferred from input images to their fused results, compared to the

multiscale (NSCT) , the sparse representation based (SR, ASR) and the transform combination (NSCT-

SR).

In order to compare the image structural similarity of the fused images and the original input images,

we use the Yang’s metric QY [34]. Since the proposed method uses data-driven smoothness priors, the

structural features of the input images can be strongly preserved in the fused results. Both the mf-CRF

and the Boundary Finding methods have the highest performance among the methods, and the proposed

method slightly outperforms in terms of the average score. Transform-domain fusion methods, have

lower scores compared to pixel-domain methods, since there is loss of original structural features.

Finally, QCB [35] is a human perception-inspired fusion metric, which measures the amount of contrast

transferred from the source images to the fused result. The pixel domain methods (DSIFT, IM, BF,

Quadtree), the sparse representation method (CNN) and the multi-scale based methods (GF, MWGF),

preserve the original contrast and exhibit larger QCB values compared to the multi-scale based (NSCT),
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the sparse representation based methods (SR, ASR) and transform combination method (NSCT-SR).

Moreover, among the former methods, weighted-based fusion methods (IM, GF, MWGF, CNN) lose

more contrast of the original images and thus have lower QCB score compared to DSIFT, Quadtree, BF,

mf-CRF. The proposed mf-CRF fusion method, which uses a combination of pixel-domain and multi-

spectral domain principles, has the largest average QCB score and is the most frequent to achieve fused

images of higher contrast, compared to the other methods.

E. Noise Evaluation

In this section, we evaluate the performance of mf-CRF against additive Gaussian noise. For the first

experiment, 15 images were selected from the VOC 2012 dataset [29], these images were labeled for

segmentation competition. In this experiment, we used the provided segmentation maps, in order to create

images with artificial PSF (Point Spread Function). According to [36], the PSF can be approximately

modeled by a 2D Gaussian function. For each image, two new images were created using the segmentation

maps. More precisely, the background pixels in the first artificial image were blurred with a Gaussian

filter with variance σ21 while the rest of the pixels were copied directly from the ground truth image.

The second artificial image contained the pixels, that did not belong to the background, blurred with a

Gaussian filter with variance σ22 , while the background pixels were copied directly from the ground truth

image. The standard deviations were assigned random values for each dataset, σ1, σ2ε [0.1, 2.5]. As a

result, 15 sets of two artificially out-of-focus input images with ground truth decision maps were made.

Additive Gaussian noise with σnε [5, 50] with step 5 was added to the two source images of each set,

which were later provided to the mf-CRF method. For each σn, the accuracy of the predicted decision

map was extracted from the comparison of the predicted decision map and the respective ground truth

decision map. Moreover, in order to extract safe conclusions, the average accuracy over the 15 sets was

computed and depicted in Fig. 12. The breakpoint of the mf-CRF is σn = 20. For σn > 20, the accuracy
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is reduced more significantly, which is probably due to the level of noise being greater than the activity

levels of the input images.

A second experiment was conducted in order to evaluate all 12 compared fusion methods. All methods

were tested against the aforementioned 15 sets created from the VOC-2012 segmentation competition

[29]. Additive Gaussian noise with σn = 20 was added at the same spatial coordinates to the both input

images and the ground truth image of each set. The pair of noisy input images was provided to all 12

compared methods and their fused results were compared to the noisy ground truth image. For evaluation

purposes, PSNR and MSE were used to evaluate the performance of the compared fusion algorithms

against Additive Gaussian Noise. Average PSNR values and average MSE values over the 15 sets were

used to get more safe conclusion and are shown in Table III. A parenthesis that includes the number

of times each method achieves the first (left) and second (right) best scores according to each metric is

also shown. The proposed mf-CRF has the highest average PSNR value, and the highest PSNR score in

all compared sets. Moreover, mf-CRF has the lowest average MSE value, and reaches the lowest MSE

more frequently compared to the other methods. This experiment concludes that the proposed mf-CRF

method is more robust against Additive Gaussian Noise than the other state-of-the-art multi-focus image

fusion methods.

V. COMPUTATIONAL EFFICIENCY

Table IV includes the average running time of the proposed and the compared methods. In this study,

software implementations of the compared methods were provided by the original authors. All algorithms

were executed in Matlab R 2017a on a Apple MacBook Pro with an 2,7 GHz Intel Core i5 processor

and 8 GB RAM.

As shown in the table IV, the GF, QuadTree, BF, NSCT algorithms are the fastest multi-focus

image fusion algorithms. The SR, NSCT-SR, ASR methods are the most computationally expensive,

compared to the other algorithms, due to the very large and overcomplete dictionaries and the required

forward/backward transform. The CNN method also has low computational efficiency compared to the

rest of the compared spatial-domain methods. The MWGF algorithm also features higher execution time

than the other spatial-domain methods, due to the EM algorithm used with the Laplacian mixture models.

The proposed mf-CRF has average execution time compared to the methods of spatial domain, mainly

due to the forward transform in ICA domain and SML estimation.

VI. EXTENSION TO OTHER IMAGE FUSION PROBLEMS

In order to demonstrate the generalization of the mf-CRF algorithm to the visible-infrared fusion and

the medical image fusion cases, examples are included in Fig. 13 and Fig. 14 respectively.
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TABLE III

MSE OF METRICS FOR 15 SETS WITH ADDITIVE GAUSSIAN NOISE σn = 20.

Methods PSNR MSE

DSIFT 43.4738 (0,10) 0.7091 (1,10)

GF 41.2383 (0,0) 1.9121 (0,0)

MWGF 34.9378 (0,0) 5.6565 (0,0)

Quadtree 42.1046 (0,2) 1.0149 (0,3)

BF 36.9390 (0,0) 2.6380 (0,0)

IM 34.3958 (0,0) 3.6760 (0,0)

NSCT 41.3168 (0,0) 2.4063 (0,0)

NSCT-SR 41.3285 (0,2) 2.3944 (0,0)

SR 33.1029 (0,0) 11.5936 (0,0)

ASR 33.4684 (0,0) 11.4845 (0,0)

CNN 42.5759 (0,1) 1.3243 (0,1)

mf-CRF 45.6510 (15,0) 0.4487 (14,1)

TABLE IV

MEAN RUNNING TIME FOR LYTRO DATASET.

Method DSIFT GF MWGF QuadTree BF IM NSCT NSCT-SR SR ASR CNN mf-CRF

Time (s) 6.06 0.46 10.83 1.20 2.90 3.71 2.23 541.23 533.05 377.12 122.21 5.85

(a) (b) (c) (d) (e) (f)

Fig. 13. Two applications of mf-CRF fusion in visible-infrared imaging. a) Source 1, b) Source 2, c) Fused, d) Source 1, e)

Source 2, f) Fused

It can be seen in Fig. 13 that for both visible-infrared fusion cases, the mf-CRF can identify correctly the

boundaries between the salient features of visible-infrared images. In order to preserve the best the salient

features found in source images, binary image fusion is preferred. In the first visible-infrared example,
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(a) (b) (c) (d) (e) (f)

Fig. 14. Two applications of mf-CRF fusion in medical imaging. a) Source 1, b) Source 2, c) Fused, d) Source 1, e) Source 2,

f) Fused

the fused image preserves all the information found in the infrared image and the shop inscription found

in the visible source image. In the second example, the information found in the visible source image is

retained in the fusion image, moreover, the human pose found in the infrared image is preserved during

fusion. In both examples of visible-infrared fusion, seamless fusion results are achieved and the visual

quality of the fused images is very satisfying.

For the case of medical image fusion, Miles et al. [37] proposed a spine image fusion via graph cuts.

Fig. 14 includes two applications of the proposed mf-CRF model for the medical image fusion field. In

both examples, the salient features of source images are well preserved in final fused images. Due to the

applied smoothness prior, the fused images have high visual quality, with smooth transitions around the

cut solution.

Considering these examples, the mf-CRF method can be used to fuse medical images and visible-

infrared image pairs, where binary fusion is preferred over the weighted fusion with weights different

to one. For both fusion applications of the mf-CRF model, the unary term that is used to compute the

most salient features has been the same as the one described in section II-B, also the smoothness term

has been the same as described in section II-C in order to achieve seamless fusion result. The mf-CRF

model can also be applied to other image fusion applications that require the most salient features of

input images to be preserved in a seamless fused image result.

VII. CONCLUSION

This paper mainly presents a novel CRF-based model, suitable for multi-focus image fusion. The main

novelty of the proposed mf-CRF method is its capability to preserve advantages of both multi-spectral

and spatial-domain methods, while producing fused images of high visual quality, due to the smoothness

term which aligns the graph-cut solution to the focused and defocused pixels.

The main contributions can be summarized: 1) A novel CRF model is introduced to perform multi-

focus image fusion. 2) the mf-CRF approach preserves all advantages of pixel-domain and multi-spectral
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domain fusion algorithms, while by solving the proposed energy minimization problem, the method

achieves globally optimal solution, when two input images are provided. The presented experimental

results demonstrate that the proposed mf-CRF model outperforms state-of-the-art image fusion algorithms.

3) Applications of mf-CRF model to visible-infrared image fusion and medical image fusion are also

provided to exhibit the generalization capability of the method.

The proposed mf-CRF model is competitive against state of the art methods, however, future work

towards a dense-CRF based model could lead to improved segmentation of the focused and defocused

pixels, and also fused images of higher visual quality.
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