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Abstract—Digital Signal Processing (DSP) has been an integral
part of most Electrical, Electronic and Computer Engineering
curricula. The applications of DSP in multimedia (audio, image,
video) storage, transmission and analysis are also widely taught
at both the undergraduate and postgraduate levels, as digital
multimedia can be encountered in most human daily activities.
In this paper, a virtual lab on multimedia systems for telecommu-
nications, medical and remote sensing applications is presented;
consisting of 20 graphical user interfaces, it can support teaching
activities for various DSP concepts. The virtual lab developed
was used as a teaching companion for a postgraduate course on
multimedia content management, to enhancing student compre-
hension of the material taught; it has been made freely available
for similar educational or research purposes.

Index Terms—Demonstration, digital signal and image pro-
cessing, interactive education, multimedia, visualization

I. INTRODUCTION

IGITAL Signal Processing (DSP) describes a wide range
of activities that can be performed for the efficient
manipulation of signals (audio, static images, video and so
on) in a discrete representation, using a personal computer
or any other processing or embedded system [1]. Efficient
DSP techniques have numerous applications in fields such
as telecommunications, medicine, remote sensing and finance.
Hence DSP, along with several derivative modules, including
audio and image processing, has become an integral part of
most Electrical, Electronic or Computer Engineering curricula
worldwide [2]. Simultaneously, the advancement of several
programming platforms, such as MATLAB, LabView, C++
and JAVA, has offered new powerful tools and libraries that
can be used either for research or educational purposes [3],
[4] in the field of DSP. The use of Graphical User Interfaces
(GUD) to demonstrate the basic principles of DSP has been
highlighted before, [3].
The School of Science and Technology' at the International
Hellenic University (IHU) was founded in 2010 and offers
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two postgraduate programs, one being an M.Sc. in Information
and Communication Technology (ICT) Systems. The Virtual
Labs project prepared interactive supporting material for these
programs, providing essential infrastructure for the Schools
teaching and research activities. The virtual labs implement a
number of GUI-based experiments on several key topics whose
theory is covered in postgraduate-level modules. This paper
presents the virtual laboratory (VLab) known as MASTERS
(MultimediA Systems in Telecommunications, mEdical and
Remote Sensing applications). The MASTERS VLab uses
GUIs to implement several interactive exercises, giving stu-
dents practical experience of important theoretical aspects
of multimedia processing. The main objective of this VLab
is to immerse the student in the related theoretical topics,
starting with very fundamental concepts and progressively and
hierarchically building up his/her knowledge to the level of
current state-of-the-art approaches.

The MASTERS VLab is intended to be of use both to tutors
giving in-class demonstrations and to students studying at-
home and performing laboratory practicals. In-class demon-
strations using the interactive MASTERS GUIs can comple-
ment lectures, offering an immediate visual interpretation of
the concepts discussed. The MASTERS VLab is accompanied
by a detailed manual that provides an essential summary of
the theoretical concepts behind each experiment, describes
the structure and functionality of each GUI, and provides a
set of unworked exercises which can be used as homework
assignments. Since the MASTERS VLab is modular, it can be
easily complemented with additional modules to cover more
topics.

The rest of the paper is organized as follows: Section I-A
briefly explains the aims of the modules taught. Section II
outlines the structure of the virtual lab exercises developed.
Sections III, IV and V describe a selection of these virtual
experiments. Section VI gives the results of the student assess-
ment of these virtual experiments. Finally, Section VII draws
conclusions.

A. Modules Taught

The following three elective modules in the M.Sc. in ICT
Systems are allocated 30 teaching hours over a 10-13 week
term. As the subject matter content of these modules is rather
large, covering both fundamental background knowledge and
current state-of-the-art technology, virtual experiments and
GUI demonstrations can assist in the educational process by
helping students assimilate the concepts.
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1) Multimedia Content Management: This course intro-
duces students to the basic properties of multimedia, which is
the principal content transmitted over modern communication
networks. Among other issues, the main topics discussed are
the coding and transmission of multimedia content, along
with their principal applications in modern communication
networks and personal appliances. The VLab GUIs and ex-
ercises created to facilitate the teaching of these concepts are
summarized in Sections III and IV.

2) Medical Imaging: This course aims to provide a thor-
ough understanding of the various imaging representations in
modern medicine, introducing the basic concepts of medical
imaging and image processing tools, and guiding students
through the exploitation of modern medical imaging tech-
nology in radiotherapy and surgery. The associated VLab
experiments, summarized in Section V, cover a variety of
image processing tools essential in the medical imaging field,
including image equalization, image noise reduction and image
registration and fusion.

3) Geographical Information Systems and Remote Sensing:
This course provides a basic introduction to Geographical
Information Systems (GIS) and to mapping, and their use
in sustainable growth applications. Although mainly focused
on GIS applications, this module also features two three-hour
lectures on remote sensing imaging and applications, such as
pansharpening, which are addressed by a specialized VLab
exercise.

II. THE MASTERS VIRTUAL LABORATORY

The MASTERS VLab consists of 20 GUIs with rich-
interaction features, developed in Mathworks MATLAB 2 and
SIMULINK 3. It is divided into four sections or packages: A
to D. The software is accompanied by an extensive tutorial,
which can be plugged into MATLABs help environment and
which contains user instructions, some theory, and exercise
sets. Starting with fundamental concepts and then progres-
sively and hierarchically building the students knowledge, the
following topics are addressed:

A. Audio, Image and Video Encoding and Compression
Al.
A2.
A3.

A4-5.

Entropy Coding
Scalar and Vector Quantization
Transform Coding
“Psychoacoustic masking” and the MP3 (MPEG Audio
Layer III) audio-coding standard
The JPEG and JPEG-2000 compression standards
A8-10. MPEGI and MPEG?2 video coding
All. MPEG4 video coding

B. Video and Audio Streaming over Noisy Channels

B1-2. Digital Video Broadcasting - Terrestrial (DVB-T)
B3. Internet Low Bit-rate audio Codec (iLBC)

C. Processing, Registration and Fusion of Medical Images

A6-7.

Cl1. Image Equalization
C2. Image Noise Reduction
C3-5. Image Registration and Fusion

Zhttp://www.mathworks.com/products/matlab/
3http://www.mathworks.com/products/simulink/

Transform domain vs Intensity domain

Status: Ready!

Fig. 1. The Transform Coding GUL

D. Fusion of Remote-Sensing Images
D1. Pansharpening.

The MATLAB programming environment was selected for
the MASTERS software development, since MATLAB is
highly optimized for vectorized code and therefore suitable for
DSP algorithms, it includes rich and well-validated toolboxes
for signal and image processing and it provides excellent
cross-platform portability. Appropriate wrappers can be devel-
oped for importing code written in other languages. Therefore
a small portion of the MASTERS VLab code was written
in C to accelerate performance, and many optimized open-
source C++ libraries were also used [5]. Using the MATLAB
compiler*, stand-alone executable applications can be com-
piled and distributed to users without a MATLAB installation.
Furthermore, Mathworks’ SIMULINK was used to develop
the simulation modules of package B. A number of publicly-
available libraries [5] were also employed to complement those
available in MATLAB.

A significant criterion while developing the VLabs software
platforms was adaptability and extendability, so that additional
features can be added easily, according to the tutors needs. The
following sections present only a portion of the MASTERS
VLab GUISs, due to space limitations. The reader is invited to
download and explore the whole MASTERS VLab from [5].

III. AUDIO-IMAGE-VIDEO ENCODING AND COMPRESSION
A. Transform Coding

The compression problem can be divided into a sequence
of three relatively simple steps: a) computation of a linear
transformation of the data, designed primarily to produce un-
correlated coefficients, such as the Discrete Cosine Transform
(DCT) [6], b) quantization of transform coefficients, and c)
entropy coding. This process is called transform coding [7] and
its principles apply equally well to audio and images in most
state-of-the-art compression schemes. The most important
concepts of transform coding can be studied and effectively
demonstrated using the graphical interface of Fig. 1. Due to its

“http://www.mathworks.com/products/distriben/
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simplicity and its application in many image and video coding
standards, the 2D DCT was selected for this interface.

The basic interfaces operations can be summarized as: a
source image file is selected by the user. Then, the 2D DCT
transform is applied, with the block size specifiable by the
user. The user can observe that for natural images the energy is
concentrated in low-frequency coefficients. Next, the transform
coefficients are quantized using a quantization matrix designed
by the user. The applied “quantization mask” can be modified
using a rich set of related controls. The quantized transform
coefficients are shown. Additionally, the histogram of the
coefficients can be displayed (this is not shown in Fig. 1). The
user will observe that the histogram is concentrated around the
zero-value, which results in low entropy. The entropy of the
quantized coefficients is also presented (0.7091 bits/coefficient
in the example shown). Then the inverse DCT is applied to the
quantized transform coefficients, and the resulting compressed
image (without using entropy coding) is displayed. For the
example shown in Fig. 1, the result was obtained using 1.8305
bits per coefficient; in order to demonstrate the effectiveness of
Transform Coding versus direct quantization of the intensity
pixel values, the initial image is quantized using [1.8305] = 2
bits/pixel and the resulting image is shown. Uniform quantiza-
tion applied directly to the initial image produces far inferior
results to those obtained by DCT quantization. Furthermore,
the entropy of the quantized DCT coefficients is much lower (
0.7091 vs 1.6426 bits/pixels in the shown example), implying
that the use of an entropy-coding algorithm would lead to
increased compression ratios.

B. Psychoacoustic Analysis and MP3 Audio Coding

The main modules of the MP3 (MPEG Audio Layer III)
coder are the 32-channel polyphase filterbank, the Modified-
DCT transformation that allows short-time processing of the
input waveform, the psychoacoustic analysis and the quantizer
and entropy coder [8]. The most important feature of the
MP3’s lossy compression algorithm is that it reduces the
accuracy of certain parts of the audio spectrum beyond most
peoples ability to resolve.

Two of the MASTERS VLab GUIs can be used to demon-
strate the psychoacoustic analysis and the MP3 encoding
procedure. In the psychoacoustics GUI, the student can load
a particular audio waveform, select an audio segment to
be analysed and then study all the individual steps for the
computation of global masking thresholds for each audio
frame (global peaks, tonal peaks, non-tonal peaks and absolute
threshold). With the second GUI (Fig. 2), the student can study
the MP3 encoding process by opening an audio file of choice,
setting the target MP3 compression bit rate and applying
compression. Each (selected) audio frame is displayed in
the time domain for the original and the compressed signal
respectively. Additionally, the Fourier transform of the original
and compressed frames, and their difference, are plotted. The
user can thus identify the frequency components discarded by
the encoder. For the example of Fig. 2, it can be seen that,
based on psychoacoustic analysis and in order to achieve the
wanted bit-rate, the encoder eliminated almost all of the high
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Fig. 2. The MPEG Layer III (MP3) Audio Coding GUI.
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Fig. 3. The JPEG-2000 GUL

frequency components. Various evaluation metrics are also
provided for comparison (SNR, compression ratio, compressed
bit rate).

C. JPEG-2000 Image Coding Standard

In 2000 the JPEG committee introduced a new method
of compressing images, based on the 2D Discrete Wavelet
Transform (DWT) [9]. A notable breakthrough was the idea
of embedded zero-tree wavelet (EZW) coding, introduced by
Shapiro [10]. Improvements and enhancements to the EZW
algorithm resulted in modern wavelet encoders [11] with
improved performance relative to block transform coders, such
as the classic JPEG. Consequently, the JPEG-2000 standard
[12] adopted wavelet-based coding as the underlying method.
More detailed information on wavelet-based image coding
and the JPEG-2000 standard can be found in [11] and [12],
respectively.

The MASTERS VLab includes a GUI for studying and
demonstrating the effectiveness and the basic principles of
operation of JPEG-2000, Fig. 3. This GUI can be used to
demonstrate the DWT, the quantization of its coefficients
and the concept of zero-wavelet-trees (EZW coding), i.e., the
basic elements in JPEG2000, without going into theoretical
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details. The GUI’s basic operations can be summarized as
follows: the source image is selected; the desired JPEG-2000
compression parameters are specified by the user, with the
bit-rate and the corresponding compression-factor being given;
finally, the compressed image is displayed in conjunction with
the original one. Their difference image is also given, together
with the corresponding PSNR (Peak Signal to Noise Ratio).
Given that the student has already studied the JPEG standard,
this means that he/she can observe the advantages of JPEG-
2000, and the differences between JPEG-2000 and the classic
JPEG, which include the improvement of the compression
performance, especially at low bit-rates and reduced visual
artifacts: JPEG-2000 produces ringing artifacts near the edges,
while classic JPEG produces both ringing artifacts and “block™
artifacts, due to its block-based nature. More importantly,
the 2D DWT coefficients of the original and the compressed
images are shown, illustrating that the DWT coefficients of
the compressed image were obtained by quantizing the DWT
coefficients of the original image, and showing the wavelet
zero-trees, i.e., when a DWT coefficient in a coarse scale is
zero (insignificant), the corresponding coefficients in the detail
scales are also zero.

D. MPEGI-2 Video Coding

The MPEG (Moving Picture Experts Group) coding stan-
dard [6], [13] exploits perceptual compression methods to
reduce the data-rate. It reduces information in the spatial
frequencies of the images for which the human eye has
limited perception, and exploits temporal redundancy, i.e., the
similarity between consecutive frames. Within the MASTERS
VLab framework, three interactive GUIs were developed to
demonstrate the main MPEG concepts. The first targets the
understanding of the concepts of motion estimation and inter-
frame coding. The second examines the notion of the Group Of
Pictures (GOP), i.e., the sequence of I-, P- and B-frames and
the step-by-step compression approach in an MPEG coder. The
third demonstrates the compression capabilities of an MPEG
coder. Due to space limitation, only two of these are described.

1) Motion Estimation and Inter-Frame Coding: Inter-frame
coding via motion-compensated prediction is studied with the
GUI shown in Fig. 4. This GUI demonstrates the exhaustive
block matching algorithm (EBMA) [6] that can be used for
motion estimation in a video coder, and how the motion
information can be used to code a video frame (target frame)
based on a previous frame (anchor frame). The user opens
the desired video file and, using a slider control, selects two
consecutive frames (anchor and target frames) of the input
video to be displayed and processed. The EBMA motion
estimation algorithm is applied. With a rich set of controls, the
parameters of the algorithm can be specified, including the size
of the matching blocks and the search range. Additionally, the
user can select between integer-pixel or half-pixel accuracy
for motion estimation. The motion estimation results are
displayed in real-time, while the user changes the values of the
algorithm’s parameters. The motion vectors (MVs) obtained
are shown. The original anchor frame is motion-compensated
using the estimated MVs. The predicted target frame and its
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difference from the original (i.e., the prediction error image)
are displayed, while the corresponding mean absolute error
(MAE) and PSNR are also calculated.

2) MPEG Encoder: The GUI shown in Fig. 5 implements a
fully-operational MPEG video encoder; this allows the student
to study the visual quality of the compressed video vs the
compression ratio, by specifying various compression settings
[6]. The user selects the video file to be compressed. Various
internal compression settings are then specified, including the
motion-estimation search algorithm for the P- and the B-
frames, as well as the encoding accuracy for the I-, P- and
B-frames (I-, P- and B-scale in Fig. 5)). Applying MPEG
compression, the student can view each frame of the com-
pressed video in conjunction with the original. The bit-rate
and the compression ratio are also provided. The student can
thus study the influence of the internal compression settings
on the compression speed, compression efficiency and visual
quality.

IV. AUDIO AND VIDEO STREAMING

Digitally-compressed data are considerably vulnerable to
transmission errors, due to their use of predictive and variable-
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length (entropy) coding. Therefore, in real-time audio-visual
communications, the compressed bit stream has to undergo a
channel coding stage using forward error correction (FEC)
techniques and interleaving [6], [14], [15]. Digital Video
Broadcasting - Terrestrial (DVB-T) transmits MPEG digital
video, using coded orthogonal frequency-division multiplexing
(OFDM) modulation. The most important modules of the
DVB-T transmitter are: the MPEG encoder; an external FEC
encoder, using a Reed-Solomon RS (204, 188) code; an exter-
nal convolutional interleaver; an internal FEC encoder, using
a punctuated convolutional code; an internal block interleaver,
intended to reduce the influence of burst errors; a digital
modulation mapper (QPSK, 16-QAM, or 64-QAM); and an
OFDM modulator, using 2-K, 4-K, or 8-K OFDM subcarriers.

The GUI illustrated in Fig. 6 is used to simulate DVB-T
transmission over noisy channels and video error concealment
at the decoder side, using SIMULINK. Specifically, the model
simulates: the MPEG video encoder; the channel coding op-
erations, applied by a DVB-T transmitter, i.e., Reed Solomon
coding, convolutional encoding, interleaving, or the like; 64-
QAM digital modulation and 2-K OFDM; transmission over
an additive white Gaussian noise (AWGN) channel; demod-
ulation, channel decoding and MPEG decoding; and error
concealment of the detected damaged blocks, using motion-
compensated temporal prediction [6].

The user can select any input video. The GUI displays
in real-time the original input video, the compressed video,
the decoded video at the receiver before and after error
concealment, and the error video (the difference between the
original and the decoded video at the receiver). Furthermore,
the user can study the (baseband) OFDM spectrum of the re-
ceived signal. The user can also change the models parameters
during the simulation. The level of AWGN in the transmission
channel, specifically the corresponding SNR, can be manually
specified in order to observe the change in the bit error rate
and the quality of the decoded video (either visually or based
on the calculated PSNR) due to transmission errors. The user
can specify the number of predicted frames after each I-frame,
so as to understand how a damaged block propagates to future
frames, due to temporal prediction coding in MPEG. The
forward-error (de)coding modules of the (de)coder, as well
as the interleaving modules, can be disabled to study their
effect and significance. Finally, the user can observe the video
quality improvement introduced by the error concealment
module of the decoder. Unfortunately, there is no option for
the students to capture and process audio or video using the
GUI and specialized hardware in real-time. The students can
only load previously-recorded audio and video segments. As
these (especially video streaming) are rather computationally
expensive activities, the speed of the GUI developed depends
on the host PC. However, using a Pentium Core 2 at 3 GHz,
the developed GUI can process audio and video segments of
reasonable resolution (e.g. 640 x 480 pixels) at near real-time
(approximately 10 frames per second).
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Fig. 6. The DVB-T GUI with error concealment strategies.

V. MEDICAL IMAGE PROCESSING

A. Image Denoising

A great many image denoising methods can be found
in the literature, ranging from simple linear or non-linear
low-pass filtering to sophisticated non-linear methods, such
as transform coefficient shrinkage methods [16]-[18]. The
introduction of the wavelet transform (WT) [9] has led to
dramatic progress in image denoising over recent decades.
The use of non-separable space-frequency transforms, the so-
called X-lets (e.g., ridgelets, curvelets, contourlets) [18], [19],
in a similar coefficient-shrinkage manner, can lead to noise
reduction methods with better edge-preserving characteristics.
Recently, a whole new group of adaptive transformation meth-
ods using independent component analysis (ICA) was intro-
duced [17]. ICA-based image denoising operates similarly to
any transform-based approach, by shrinkage of the transform
coefficients.

The GUI illustrated in Fig. 7 demonstrates the various
types of noise, the idea of image denoising and various
types of denoising algorithms. A user can open any input
image, add noise of various types/characteristics to selected
regions of interest (ROIs) and finally apply the selected
denoising algorithm. The available noise types include additive
white Gaussian noise (AWGN), intensity-dependent additive
Gaussian noise (AGN), Poisson, salt and pepper noise and
multiplicative noise. The appearance of the noise character-
istics panel changes according to the noise type selected.
Whenever the noise type or its parameters change, the noisy
image is automatically updated and the corresponding SNR is
displayed. The user can then select the denoising algorithm
to apply: simple low-pass filtering; wavelet transform (WT)-
based denoising; contourlet transform (CoT)-based denois-
ing; and independent component analysis (ICA)-based denois-
ing. The form of the denoising algorithm parameters” panel
changes according to the selected denoising algorithm. When
the denoising algorithms parameters are specified and the
algorithm is applied, the denoised image and the corresponding
SNR are displayed. More details on this GUIs operations and
its specifiable parameters are available in the MASTERS VLab
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tutorial [5].

B. Image Registration

Image registration, a necessary preprocessing step in com-
puter vision, medical imaging and remote sensing applications,
is the process of aligning two or more images of the same ob-
ject/scene, taken from different viewpoints and/or by different
sensors [20]. Modern registration techniques include feature-
based [21] and spatial frequency domain [22], [23] methods.
The latter methods work for simple transformations, such as
translation, rotation and scaling, and are generally faster (due
to the existence of fast FFT algorithms) and more robust
against illumination changes, noise and/or occlusions.

The GUI illustrated in Fig. 8 helps students understand
the notion of image registration by studying three different
algorithms: the first based on the manual selection of feature-
point pairs; the second working in the spatial frequency
domain; and c) the third based on automatic feature points
estimation. The user can open two source image files and
apply one of the three available image registration algorithms
to align the input images.

1) Manual Registration Method: MATLABs Control-
Points-Selection Tool” is used for manual feature-point se-
lection. The tool displays the two images to be aligned and
lets the user select pairs of feature-points. When the tool is
closed, the program infers the transformation of the coordi-
nates between the two images. The GUI lets the user store the
defined control points in a file for future use. The software can
also automatically tune the selected control points, based on a
local cross-correlation approach, around each control point.
The model of the spatial transformation (affine, projective,
etc.) to be estimated is specifiable by the user.

2) Frequency-Domain Method: The student can study a
frequency-domain registration method, which calculates the
2D FFTs of the images and resamples the FT amplitudes
in log-polar coordinates. Therefore scaling and rotation in
the original image intensity domain is manifested as simple
translation in the transform domain. This translation (and
consequently the scaling and rotation in the original domain)
is estimated using the phase-correlation (PC) methodology
[22]. In order to suppress the finite image dimension effects
in the correlation method, a 2D window can be applied
before calculating the PC function. The 2D window used is
specifiable by the user. Three figures with intermediate results
appear, Fig. 8, displaying the 2D FFTs of the input images
in log-polar coordinates, as well as the corresponding PC
function. The position of the peak in the PC function gives
the scaling factor and the rotation between the input images.

3) Simple Automatic Feature-Point-Based Method: Finally,
the user can study an image registration method that automat-
ically finds feature-point correspondences between the input
images. As feature points are considered to be local regions
of the images with high variance, point correspondences are
found based on a simple local correlation approach. The
automatically-extracted feature points and correspondences are
presented to the user, and the program infers the coordinates
transformation between the two images. The spatial transfor-
mation model used is specifiable by the user.

VI. STUDENT ASSESSMENT

The MASTERS VLab was used by students in the ICT
M.Sc. program at IHU, in an elective postgraduate course
which was has been offered for two years, 2011 and 2012.
The total intake was 31 students, of whom 13 took the elective
Multimedia Content Management course module. The other
two modules described in Section I-A, did not attract enough
students to be offered but are presented for the benefit of
instructors who might want to use them. Some of the stu-
dents who took the Multimedia Content Management module
had a computer science/electrical engineering undergraduate
background, Fig. 9, but some had only a very brief or no
introduction at all to the basics of signal and image processing
in their first degree (especially Physics and Mathematics grad-
uates). The course consisted of ten three-hour theory-exercise
lectures, taught by a visiting faculty member of staff. The
virtual lab was used during lectures to demonstrate some of the
concepts taught. The students could spend a total of ten hours
(five two-hour sessions) over the semester using the virtual
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Fig. 9. Undergraduate degrees of the M.Sc.s students taking the Multimedia
Content Management module.

labs in the campus computer laboratory, under the supervision
of a lab tutor, to complete their assigned coursework. They
were also encouraged to download and use the virtual lab at
home to complete their assignment or to study for their exams.
After the course, all the students were asked to complete an
anonymous questionnaire, responding to questions on a five-
point scale (1-strongly disagree, 2-disagree, 3-neutral, 4-agree,
5-strongly agree). The results are summarized in Table 1.

The goal was to find if the VLab offered learning benefits
to such a diverse student audience, especially to those with
very limited previous contact with signal processing. The
evaluation indicated the MASTERS VLab enhanced students
understanding of the course material, with a rating of 4.4/5;
this is an important finding, as this was the main motivation
behind developing the virtual lab. The GUIs were found to be
user friendly and easy to navigate with a rating of 4.6/5. In
general, the virtual lab seemed to stimulate students interest
in multimedia; together with the course material these given
a 4.5/5, which is quite encouraging. The exercise sets that
accompanied each GUI had the lowest rating of 3.9/5, which
implies that they need improvement. The student feedback
stated that the exercise sets were rather elementary compared
to the level of understanding required for the course. These
exercise sets will be enriched with a variety of problem
sets, available in many DSP and image processing textbooks,
such as [1], [8]. More specifically, the course tutors are
thinking of enriching and dividing the exercise sets into three
levels of difficulty (beginner, intermediate, expert) for the next
academic year to accommodate multiple levels of expertise
from undergraduate and non-expert audiences (introductory)
to postgraduate and Ph.D. audiences (expert).

VII. CONCLUSIONS

The numerous applications of digital signal and image pro-
cessing in diverse fields makes this an integral part of many un-
dergraduate and postgraduate curricula worldwide. However,
the cumbersome theory behind DSP applications makes them
difficult to teach, especially to non-expert audiences. Advances
in programming platforms, however, and the nature of the
concepts behind DSP applications, enables the demonstration
of these concepts through interactive GUIs, aiding in their
understanding. This paper presented the MASTERS VLab,
a package of several GUIs for demonstrations and practice,

successfully used at the School of Science and Technology -
IHU. It addresses several topics in: audio, image and video
compression; video and audio streaming over noisy channels;
processing, registration and fusion of medical images; and
fusion of remote-sensing images. It also assists tutors with in-
class demonstrations and provides an interactive opportunity
for postgraduate students to experiment, revise and enhance
their understanding of the concepts taught. The MASTERS
VLab is freely available online for educational and research
purposes [5]. The authors hope that this paper will attract the
attention of instructors and postgraduate students worldwide
in the general area of signal, image and video processing.
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