Using J-Coupling Constants for Force Field Validation: Application to Hepta-alanine
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ABSTRACT: A computational solution to the protein folding problem is the holy grail of biomolecular simulation and of the corresponding force fields. The complexity of the systems used for folding simulations precludes a direct feedback between the simulations and the force fields, thus necessitating the study of simpler systems with sufficient experimental data to allow force field optimization and validation. Recent studies on short polyalanine peptides of increasing length (up to penta-alanine) indicated the presence of a systematic deviation between the experimental (NMR-derived) J-couplings and the great majority of biomolecular force fields, with the $\chi^2$ values for even the best-performing force fields being in the $1.4-1.8$ range. Here we show that by increasing the number of residues to seven and by achieving convergence through an increase of the simulation time to $2\mu$s, we can identify one force field (the AMBER99SB force field, out of the three force fields studied) which when compared with the experimental J-coupling data (and for a specific set of Karplus equation parameters and estimated J-coupling errors previously used in the literature) gave a value of $\chi^2 = 0.99$, indicating that full statistical consistency between experiment and simulation is feasible. However, and as a detailed analysis of the effects of estimated errors shows, the $\chi^2$ values may be unsuitable as indicators of the goodness of fit of the various biomolecular force fields.

1. INTRODUCTION

Short polyalanine peptides are, due to their simplicity, one of the favorite systems used for the optimization and validation of biomolecular force fields. In their seminal contribution Graf et al. meticulously measured experimental J-couplings of a series of polyalanine peptides and compared them (through the application of the Karplus equation) with those derived from molecular dynamics simulations performed with the GROMOS force field. Best et al. and Wickstrom et al. took this further by comparing Graf’s experimental data on penta-alanine with a series of different force fields. These studies showed that even the best-performing force fields gave $\chi^2$ values (comparing experimental and simulation-derived J-couplings) in the range of $1.4-1.8$. This statistically significant deviation between experiment and simulation was interpreted as an indication for the presence of a systematic bias in the force fields’ secondary structure preferences and resulted in various empirical corrections being discussed, with most of them based on a reweighting of the molecular dynamics-derived populations. Clearly, the apparent need for an a posteriori correction to the molecular dynamics-derived trajectories is highly unsatisfactory and creates doubts concerning the ability of mainstream nonpolarizable biomolecular force fields to reproduce the experimentally accessible physical reality for even the simpler systems.

To test the hypothesis that the observed deviation between experiment and simulation is partly due to the short length of the pentapeptide combined with the effect of the charges present on its termini, we performed molecular dynamics simulations of hepta-alanine in explicit solvent and with full (PME-based) electrostatics and compared the simulation-derived J-couplings with the experimental values reported by Graf et al. Furthermore, and to convincingly demonstrate that sufficient sampling has been attained, we performed $2\mu$s long simulations with the convergence criterion being the actual $\chi^2$ values between experiment and simulations. Finally, and to allow a direct comparison with the work of Graf et al., Best et al., and Wickstrom et al., we simulated the hepta-alanine system using three different biomolecular force fields. In the following paragraphs we describe the simulation protocol and analyses performed and compare the results obtained from the three force fields with the experimental findings. This is followed by a critical (almost skeptical) evaluation of problems arising from the uncertainty surrounding the estimation of errors of the calculated J-couplings and from the asymmetric (for the $\phi$ vs $\psi$ angles) information content of the experimental data. We conclude by discussing possible interpretations of these results.
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2. METHODS

2.1. Force Fields, System Preparation, and Simulation Protocol. The three force fields used in our simulations are the CHARMM\textsuperscript{17} force field (version c36a2) with the CMAP correction,\textsuperscript{18} the OPLS-AA force field,\textsuperscript{19,20} and the AMBER99SB force field.\textsuperscript{6,11} These will be hereafter referred to as the CHARMM, OPLS, and AMBER force fields. In summary, the system preparation procedure and simulation protocol were as follows. The starting hepta-alanine structure was in the fully extended state as obtained from the program Ribosome (http://www.roselab.jhu.edu/~raj/Manuals/ribosome.html). For both the CHARMM and OPLS force fields missing hydrogen atoms were built with the program PSFGEN from the NAMD distribution\textsuperscript{21} and solvation—ionization were performed with VMD.\textsuperscript{22} In the case of AMBER, system preparation was performed with the program XLEAP from the AMBER tools distribution.\textsuperscript{23} The peptide termini were unprotected in agreement with the experimental and simulation conditions previously reported.\textsuperscript{7,9,11} For all three force fields we used the TIP3 water model and a cubic unit cell sufficiently large to guarantee a minimum separation between the PBC-related images of the peptide of at least 16 Å.

We followed the dynamics of the three simulations using the program NAMD\textsuperscript{21} for a grand total of 6 μs (2 μs for each force field) as follows: The systems were first energy-minimized for 1000 conjugate gradient steps followed by a slow heating-up phase to a final temperature of 298 K (with a temperature step of 20 K) over a period of 32 ps. Subsequently, the systems were equilibrated for 10 ps under NpT conditions without any restraints, until the volume equilibrated. This was followed by the production NpT run with the temperature and pressure controlled using the Nose—Hoover Langevin dynamics and Langevin piston barostat control methods as implemented by the NAMD program\textsuperscript{21} (and maintained at 298 K and 1 atm). The Langevin damping coefficient was set to 1 ps\textsuperscript{−1}, and the piston’s oscillation period to 200 fs, with a decay time of 100 fs. The production run was performed with the impulse Verlet-I multiple time step integration algorithm as implemented by NAMD.\textsuperscript{21} The inner time step was 2 fs, short-range nonbonded interactions were calculated every one step, and long-range electrostatics interactions every two time steps using the particle mesh Ewald method\textsuperscript{24} with a grid spacing of approximately 1 Å and a tolerance of 10\textsuperscript{−5}. A cutoff for the van der Waals interactions was applied at 8 Å through a switching function, and SHAKE (with a tolerance of 10\textsuperscript{−8}) was used to restrain all bonds involving hydrogen atoms. Trajectories were obtained by saving the atomic coordinates of the whole system every 0.8 ps.

2.2. Trajectory Analysis. The program CARMA\textsuperscript{24} together with custom scripts were used for most of the analyses, including calculation of torsion angles, calculation of J-couplings, calculation of \(\chi^2\) values, dihedral space principal component analysis,\textsuperscript{25,26} and corresponding cluster analysis, etc. Secondary structure assignments were calculated with the programs STRIDE\textsuperscript{27} and DSSP.\textsuperscript{28,29} For all analyses the whole trajectories (following the heating-up phase) were used. This is fully justifiable given the very fast equilibration of the systems away from the starting (fully extended) structure. For example, it took only 155 and 121 ps of simulation time before the AMBER- and CHARMM-derived structures are fully in the PPII region (and away from the starting all-β structure).

2.3. Karplus Parameters and Estimated Errors. Following the work of Graf et al.,\textsuperscript{7} Best et al.,\textsuperscript{8} and Wickstrom et al.,\textsuperscript{11} we have used the three different sets of Karplus parameters as reported and used by these authors.\textsuperscript{7,9,11,30–34} To maintain consistency with the literature we will keep the Best et al.\textsuperscript{9} nomenclature, and we will refer to these parameter sets as ORIG (Table S2 from Graf et al.,\textsuperscript{7} Table S1 from Best et al.,\textsuperscript{9} Table S1 from Wickstrom et al.,\textsuperscript{11}), DFT1 (Table S2 from Best et al.,\textsuperscript{9} Table S2 from Wickstrom et al.,\textsuperscript{11}) and DFT2 (Table S3 from Best et al.,\textsuperscript{9} Table S3 from Wickstrom et al.,\textsuperscript{11}).

We have used three different sets of estimated errors of the Karplus-derived J-couplings. The first set is the one used by Best et al.\textsuperscript{9} and Wickstrom et al.\textsuperscript{11} as reported in Table S4 of Wickstrom et al.\textsuperscript{11} We will refer to this error set as \(\sigma_{BBH}\). The second set is the “X-ray” error set as reported by Hu and Bax\textsuperscript{30} in their Table 2 and quoted on Table S4 of Best et al.\textsuperscript{9} This will be referred to as the \(\sigma_{X\text{-RAY}}\) error set. The last set is the “solution” error set as reported by Hu and Bax\textsuperscript{30} in their Table 2 and will be referred to as \(\sigma_{SOLUTION}\).

2.4. Error Set Visualization through Reverse Monte Carlo. The aim of this procedure is to map on the \((\phi, \psi)\) plane the constraints imposed by the different Karplus equation error sets. This calculation (whose results are depicted in Figure 3 and discussed in section 3.3) was performed using a custom computer program encoding the following algorithm: (1) initialize the values of the \((\phi, \psi)\) distribution map to zero, (2) obtain uniformly random values for the \((\phi_i, \psi_i)\) angles of each and every of the \(i\) residues, (3) use the DFT1 parameter set and the \((\phi_i, \psi_i)\) angles from the previous step to calculate expected J-coupling values, (4) assuming a normal distribution, calculate the log(probability) for observing each specific J-coupling using the error set under study \((\sigma_{BBH} or \sigma_{SOLUTION})\), (5) take the sum of these logarithms, (6) increase the value of the distribution map at each of the \((\phi_i, \psi_i)\) points by adding the value of the sum of the logarithms calculated at the previous step, and (7) obtain (randomly) a new set of \((\phi_i, \psi_i)\) angles for each an every residue and reiterate for a given number of moves starting from step 3 above.

3. RESULTS

3.1. Sufficient Sampling and Convergence. Figure 1 shows the variation of the cumulative \(\chi^2\) values as a function of
simulation time for the three force fields studied (the graphs shown in this figure were calculated using the DFT1–$\sigma_{BBH}$ combination of parameters and error sets; see section 2.3 for definitions). Clearly, the relatively long simulation times we used were necessary (and probably sufficient) for guarantying convergence of the reported statistics. As an example of the relatively slow convergence of the simulations we noted that the AMBER force field gave $\chi^2$ values ranging from almost 0.5 (at $\sim 250$ ns), to 1.4 (at $\sim 500$ ns), to a value of 1.0 upon convergence (which is stably reached after almost 1.2 $\mu$s of simulation time). Similar significant fluctuations are also evident for the CHARMM force field, whereas OPLS is the exception having converged within the first 250 ns of the simulation. The same conclusions concerning the convergence behavior of the simulations can be drawn from any of the other parameter–error set combinations (see Supporting Information Figure S1 for the corresponding graphs). The variation of the $\chi^2$ values as a function of simulation time is not due to the presence of
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The alternating negative and positive peaks seen in the Ramachandran plots, shown in the two lower rows of Figure 2, bring additional silent features of the force fields to light. For example, the preference of polyalanine for PPII-like structures, 3,5,7,39 after exclusion of the 3–5.31 3.47 5.04
2.53 1.56 2.28
2.30 1.11 1.56
2.47 2.03 2.25
2.45 1.92 1.82
3.15 2.71 3.81
2.32 1.53 2.02
5.31 3.47 5.04
4.07 1.73 2.33
4.54 3.73 4.32
3.85 2.87 2.40
7.51 6.86 9.60
4.35 2.72 3.37

Table 1. Full Set of $\chi^2$ Values Observed for Each of the Three Force Fields Studied and Each of the Different Sets of Karplus Equation Parameter Sets (ORIG, DFT1, DFT2) and Error Sets ($\sigma_{BBH}$, $\sigma_{S-RAY}$, $\sigma_{SOLUTION}$) (See Section 2.3 for Parameter and Error Set Definitions) a

<table>
<thead>
<tr>
<th>force fields</th>
<th>parameter set</th>
<th>error set</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMBER</td>
<td>1.56</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>1.43</td>
<td>0.73</td>
</tr>
<tr>
<td>CHARMM</td>
<td>1.73</td>
<td>1.47</td>
</tr>
<tr>
<td></td>
<td>1.77</td>
<td>1.45</td>
</tr>
<tr>
<td>OPLS</td>
<td>1.92</td>
<td>1.65</td>
</tr>
<tr>
<td></td>
<td>1.43</td>
<td>0.96</td>
</tr>
<tr>
<td>AMBER</td>
<td>2.53</td>
<td>1.56</td>
</tr>
<tr>
<td></td>
<td>2.30</td>
<td>1.11</td>
</tr>
<tr>
<td>CHARMM</td>
<td>2.47</td>
<td>2.03</td>
</tr>
<tr>
<td></td>
<td>2.45</td>
<td>1.92</td>
</tr>
<tr>
<td>OPLS</td>
<td>3.15</td>
<td>2.71</td>
</tr>
<tr>
<td></td>
<td>2.32</td>
<td>1.53</td>
</tr>
<tr>
<td>AMBER</td>
<td>5.31</td>
<td>3.47</td>
</tr>
<tr>
<td></td>
<td>4.07</td>
<td>1.73</td>
</tr>
<tr>
<td>CHARMM</td>
<td>4.54</td>
<td>3.73</td>
</tr>
<tr>
<td></td>
<td>3.85</td>
<td>2.87</td>
</tr>
<tr>
<td>OPLS</td>
<td>7.51</td>
<td>6.86</td>
</tr>
<tr>
<td></td>
<td>4.35</td>
<td>2.72</td>
</tr>
</tbody>
</table>

a The values that are shown with non-bold font are the $\chi^2$ values obtained after exclusion of the $^3J(H_N,H_\alpha)$ coupling from the calculation.

pronounced differences in the various secondary structure populations. This is shown in Figure S2 of the Supporting Information which depicts the evolution of the cumulative Ramachandran plots (for the AMBER force field) as a function of simulation time: the general appearance of the plots remains pretty much identical, and it is only the detailed balance between the densities of the various secondary structure populations that gives rise to the observed $\chi^2$ value variation.

3.2. Ramachandran Plots, Secondary Structure Preferences, and the $\chi^2$ Values. The top row of Figure 2 shows the cumulative distributions of the peptide’s $(\phi, \psi)$ angles for the three force fields studied. In the light of accumulating evidence showing the preference of polyalanine for PPII-like conformations, the CHARMN force field clearly stands out as a putative outlier with its densely populated $\alpha$-helical region. This is in agreement with several previous studies 3,5,39 that have indicated this force field’s $\alpha$-helical bias. AMBER and OPLS on the other hand appear rather similar: their most densely populated regions fall in the $\beta$–PPII part of the Ramachandran plot, with very little helical content. Their major difference lies in the clear separation (in the form of two discrete peaks) of the $\beta$ and PPII regions in the case of AMBER, whereas OPLS gives a single elongated and asymmetric peak covering both the $\beta$ and PPII areas. The difference Ramachandran plots, shown in the two lower rows of Figure 2, bring additional silent features of the force fields to light. For example, the alternating negative and positive peaks seen in the $\beta$–PPII area of the difference maps indicate the drift (to higher $\phi$ values) of the major PPII peak as we go from OPLS, to AMBER, to CHARMN. The positive peak centered on the borderline between $\beta$ and PPII seen in the (OPLS – CHARMN) and (OPLS – AMBER) difference maps shows the significant population that OPLS has for conformations intermediate between $\beta$ and PPII. Finally, in the PPII region of the (AMBER – CHARMN) and (OPLS – CHARMN) difference maps, the presence of a positive tail just above the major negative peaks indicates that CHARMN’s major PPII population is shifted not only along $\phi$ but also along lower $\psi$ values as well.

Table 1 shows the $\chi^2$ values obtained by comparing the simulation-derived $J$-couplings with the experimental values. Values are given for each of the three force fields as a function of (a) the three Karplus equation parameter sets and (b) the three sets of estimated errors for the calculated $J$-couplings 7,9 (the complete list of the $J$-coupling measurements used for calculating these $\chi^2$ values can be found in Table S1 of the Supporting Information).

Even a cursory examination of Table 1 clearly shows that the tabulated $\chi^2$ values create more questions than the answers they provide. The first question concerns the enormous variability of the $\chi^2$ values. These range from 0.99 (for the AMBER–DFT1–$\sigma_{BBH}$ combination) to 9.60 (for the OPLS–DFT2–$\sigma_{SOLUTION}$ combination). The major source for this variability lies with the selection of error set, which is fully understandable given the progressive reduction of the estimated errors as we move from $\sigma_{BBH}$ to $\sigma_{S-RAY}$ to $\sigma_{SOLUTION}$. The $\chi^2$ values obtained from the $\sigma_{SOLUTION}$ set are so much larger than the other two sets that this set would appear to be an outlier. But, clearly, if the selection of a suitable set of estimated errors were to be performed on the basis of which set gives the lowest $\chi^2$ values, this would only serve as an unequivocal demonstration of one’s own biases. For this reason, a detailed discussion of the error sets and their effects (based on a reverse Monte Carlo approach) is presented in the section 3.3 that follows.

The second question concerns the apparent inconsistency between the $\chi^2$ values of Table 1, the Ramachandran plots shown in Figure 2, and the (assumed) preference of polyalanine for PPII-like conformations. The most obvious example demonstrating this inconsistency concerns CHARMN’s $\chi^2$ values: this force field gives significantly lower values than OPLS (and in several cases even lower than AMBER’s) although its Ramachandran plot is positively an outlier with its strong preference for $\alpha$-like conformations. Clearly, if the $\chi^2$ values are insensitive to such outstanding differences in the $(\phi, \psi)$ distributions, then their usefulness for force field development is diminished. We believe that the root of the problem lies with (a) the much tighter constraints that the experimental data pose on the $\phi$-values, compared with the relatively few restraints for the $\psi$-angles and (b) the consistent overestimation of the $^3J(H_N,H_\alpha)$ coupling demonstrated by both the OPLS and AMBER force fields (see below).

The third problem also concerns an apparent inconsistency between the $\chi^2$ values and the Ramachandran plots, but this time the problem is not insensitivity but, rather, the hyper-sensitivity of the $\chi^2$ values. To make this clear: OPLS and AMBER both populate mainly the PPII region, and their $(\phi, \psi)$ distributions are rather similar (and strikingly different from CHARMN’s). Still, the relatively small difference that is indeed present (namely, the $\beta$–PPII splitting observed with AMBER), leads to unexpectedly large differences in the $\chi^2$ values, in some cases by as much as a factor of 2. The source of this problem lies mainly with the markedly asymmetric distribution of differences between the simulations and the experiment for the various types of $J$-couplings. This will be discussed at length in section 3.4, but in
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Figure 3. Visualization of the effects of error set selection. These Ramachandran-like diagrams depict the cumulative log(probability) distributions of the peptide’s ($\phi$, $\psi$) angles based solely on the values of the experimental $J$-couplings and their corresponding estimated errors ($\sigma_{\text{BBH}}$ and $\sigma_{\text{SOLUTION}}$, respectively) and were obtained through a reverse Monte Carlo procedure (see section 2.4 for details). For this calculation the DFT1 set of Karplus parameters has been used, and the number of Monte Carlo steps was 13.6 billion moves for each error set. The two diagrams are on the same arbitrary scale, and the linear color gradient ranges from dark blue (lowest probability), through yellow (intermediate values), to dark red (highest probability).

summary, OPLS (and to a lesser extend AMBER) appear to consistently and significantly overestimate the $^{3}J(\text{H}_{\alpha}, \text{H}_{\beta})$ coupling. This can clearly be seen from Table 1 (focusing on the values typeset in the nonbold font) where, for example, the DFT1–$\sigma_{\text{SOLUTION}}$ combination gave for OPLS (after exclusion of this coupling) a value for $\chi^{2}$ of 2.72, significantly smaller from its original value of 6.86 using all data.

The last observation concerns the selection of parameter sets. Here a clear take-home message appears to be present: irrespective of the force field or error set selected, the DFT1 parameter set always results to a significantly better agreement with the experimental data. This is followed by the DFT2 and ORIG sets, with the exception of OPLS for which the ORIG set results to lower $\chi^{2}$ values compared with the DFT2 set (noting, however, that this OPLS behavior changes and becomes identical with the other two force fields if the $^{3}J(\text{H}_{\alpha}, \text{H}_{\beta})$ coupling is excluded from the calculations).

Turning our attention to the force fields per se, we note the following: for the DFT1 set of parameters AMBER is consistently the best-performing force field, irrespective of the error set selected, reaching a value of $\chi^{2} = 0.99$ for the $\sigma_{\text{BBH}}$ error set (identical with the one used by both Best et al. and Wickstrom et al.). For the ORIG and DFT2 parameters, CHARMM performs better than both AMBER and OPLS for $\sigma_{\text{X,RAY}}$ and $\sigma_{\text{SOLUTION}}$ but not for $\sigma_{\text{BBH}}$ which favors AMBER. If the $^{3}J(\text{H}_{\alpha}, \text{H}_{\beta})$ coupling is excluded from the calculations, then AMBER is almost without exception the best-performing force field, followed this time by OPLS, and last CHARMM.

3.3. On the Uncertainty of Estimated Errors. The selection of a suitable set of estimated errors for the simulation-derived $J$-couplings is a consistent source of confusion in all recent literature concerning molecular dynamics studies of polyalanine. A seemingly incoherent mixing of parameters and estimated errors is the norm, as clearly revealed also by Table 1 of this paper where all combinations of parameters and error estimates have been presented (and treated) as if they were independent. In reality, of course, they are not independent. For example, the set of parameters denoted as ORIG by Best et al., Wickstrom et al., and this paper was derived by Hu and Bax in their 1997 paper, and the estimated errors corresponding to this set of Karplus parameters is the one denoted as $\sigma_{\text{SOLUTION}}$ in this communication (and not the $\sigma_{\text{X,RAY}}$ or $\sigma_{\text{BBH}}$ error sets). The confusion is further increased when the DFT1 and DFT2 sets of parameters enter the picture: for these two sets of parameters there are no published sets of corresponding estimated errors for the calculated $J$-couplings. Clearly, the absence of suitable error estimates for DFT1 and DFT2 is hardly a good reason for using any of the other available error sets (which were derived from different sets of parameters and through different parametrization procedures). Having noted these problems, however, does nothing for resolving the major question: are the simulations statistically consistent ($\chi^{2} \sim 1$, $\sigma_{\text{BBH}}$) or almost certainly inconsistent ($\chi^{2} \sim 4$, $\sigma_{\text{SOLUTION}}$) with the experiment?

To qualitatively tackle this problem we hypothesized that such large differences in the $\chi^{2}$ values clearly imply the presence of very different restraints on the ($\phi$, $\psi$) distribution maps, to the point that any error sets containing seriously underestimated errors could possibly be detected by the unreasonably tight ($\phi$, $\psi$) distributions that would be required in order to obtain statistical consistency. To test this hypothesis, we performed a reverse Monte Carlo calculation as described in section 2.4 aiming to map on the ($\phi$, $\psi$) plane the constraints imposed by the different error sets. This mapping involves no physical (e.g., force field-derived) restraints and is only based on the experimental data plus their estimated errors. The results from this calculation (for the $\sigma_{\text{BBH}}$–DFT1 and $\sigma_{\text{SOLUTION}}$–DFT1 combinations) are shown in Figure 3. The most notable feature of these diagrams is their indeterminacy along $\psi$, especially when the $\sigma_{\text{SOLUTION}}$ set is used. The smearing of the probability distributions along $\psi$ is a fair representation of the much reduced restraints (and, thus, information content) that the $J$-coupling data impose on this angle. It also partly explains the reason why CHARMM has such relatively low $\chi^{2}$ values (especially with the $\sigma_{\text{SOLUTION}}$ set; see Table 1) although it has such a pronounced $\alpha$-helical bias: the $\phi$ angles for both the $\alpha$ and PPII populations of CHARMM are nearly identical (see Figure 2), making them (from the point of view of $\chi^{2}$) equally consistent with most of the experimental restraints. The dip in probability separating the $\beta$ and PPII areas
(most clearly seen as the red—blue—red stripes in the upper-left quadrant of the $\sigma_{\text{SOLUTION}}$ distribution) partly explains the very high $\chi^2$ values obtained for OPLS from the $\sigma_{\text{SOLUTION}}$ set [and contributes to the low values obtained from CHARMM, since this force field does show the $\beta$—PPII splitting (Figure 2)].

Although the diagrams of Figure 3 are useful for visualizing some of the reasons behind the numerical results quoted in Table 1, they appear to be less useful for their intended usage, namely, to judge whether the $\sigma_{\text{SOLUTION}}$ error set leads to an abnormally tight ($\phi, \psi$) distribution. Comparing these diagrams with the cumulative distributions obtained from the Protein Data Bank entries would suggest that the $\sigma_{\text{SOLUTION}}$ error set does indeed lead to an unusually tight distribution along $\phi$, especially when considering the pronounced minimum separating the $\beta$ and PPII regions. On the other hand, the $\sigma_{\text{SOLUTION}}$ map (and again only examining the projection along $\phi$) is not much tighter than the distributions obtained from the CHARMM and AMBER force fields for the given peptide (Figure 2). In summary, it would appear that even the most restrictive of the error sets available (i.e., the $\sigma_{\text{SOLUTION}}$ set) cannot be excluded based solely on the tightness of the restraints it imposes on the ($\phi, \psi$) distribution. The only consistent way to obtain dependable error estimates appears to be a proper redetermination of the estimated errors based on statistical cross-validation methods.

3.4. OPLS and AMBER Systematically Overestimate the $\chi^2$ Values. The large $\chi^2$ values obtained from OPLS, in combination (and in contrast) with its relatively insensitive Ramachandran plot, prompted us to examine the contribution of each type of $J$-coupling to the overall $\chi^2$ value. To this end, we calculated $\chi^2$ values for each [force field—parameter set—error set] combination after excluding one of each of the seven types of $J$-couplings. The results for all those combinations are given in Table S2 of the Supporting Information and clearly show that OPLS (to a lesser extent AMBER) seriously overestimates the $\chi^2$ value, especially in the absence of a validated set of estimated errors.

In the light of these findings, we sense that attempts to validate the various force fields using global statistics can only be taken as suggestive and that the emphasis should be shifted to quantifying the agreement between experiment and simulation on the level of individual experimental data.
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