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a b s t r a c t

The wave breaking of weak plungers over a relatively mild slope is investigated in this paper. Numerical mod-

eling aspects are studied, concerning the propagation and breaking of shore-normal, nonlinear and regular

waves. The two-dimensional (2-D) kinematics and dynamics (fluctuating flow features and large 2-D eddies)

of the wave-induced flow on a vertical cross-section over the entire surf zone are simulated with the use of

Smoothed Particle Hydrodynamics (SPH). The academic ‘open source’ code SPHysics v.2 is employed and the

viscosity treatment is based on a Sub-Particle Scale (SPS) approach, similarly to the Large Eddy Simulations

(LES) concept. Thorough analysis of the turbulent flow scales determines the necessary refinement of the

spatial resolution. The initial particle discretization reaches down to the demarcation point between integral

turbulence length scales and Taylor micro-scales. A convolution-type integration method is implemented

for the transformation of scattered Lagrangian particle data to Eulerian values at fixed gauges. A heuristic

technique of ensemble-averaging is used for the discrimination of the fluctuating flow components from co-

herent structures and ordered wave motion. Comparisons between numerical and experimental data give en-

couraging results for several wave features. The wave-induced mean flows are simulated plausibly, and even

the ‘streaming’ effect near the bed is reproduced. The recurring vorticity patterns are derived, and coherent

2-D structures inside the surf zone are identified. Fourier spectral analysis of velocities reveals isotropy of

2-D fluctuating dynamics up to rather high frequencies in shear intensified regions. The simulated Reynolds

stresses follow patterns that define the characteristic mechanism of wave breaking for weak plungers. Persist-

ing discrepancies at the incipient breaking region confirm the need for fine, massively ‘parallel’ 3-D SPS-SPH

simulations.

© 2015 Elsevier Ltd. All rights reserved.
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1. Introduction

Near-shore wave propagation, shoaling, and breaking are three

of the most significant coastal processes. In particular, depth related

wave breaking is of major importance in assessing the surf and swash

zone dynamics. Research, covering the subject, has since long focused

on the evolution of the near-shore wave patterns, the detailed repro-

duction of the free surface deformations and the wave-induced kine-

matics. Despite that, the underlying hydrodynamics, which describe

the respective processes, are far from completely elucidated. Thus,

coastal engineers and scientists nowadays are involved in the analysis

of the extremely complex hydrodynamic field in the surf zone. Specif-

ically they are concerned, among other issues, with a ‘clean’ defini-

tion of turbulent characteristics and a consequent proper averaging

method for near-shore features. In this way, they aim for a robust
∗ Corresponding author. Tel: +30 2310 995708; fax: +30 2310 995649.
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efinition of coherent turbulent structures and ways to identify in-

ermittent turbulent events, which primarily control sediment move-

ents in cross-shore morphodynamic evolution of the surf zone. In

his direction, past research has concentrated on the derivation of in-

tantaneous and phase-averaged values of hydrodynamic quantities

nd fluid properties. Such features are the free surface elevation η, the

orticity ω, the turbulent components of velocities u′, v′ and w′ (i.e.

= ū + u′, u is the horizontal streamwise fluid velocity and ū its aver-

ged value), the turbulent kinetic energy (TKE) k = (u′2 + v′2 + w′2)/2,

he turbulent shear and normal stresses τ ss = −ρu′w′ and τ nx = ρu′2,

ny = ρv′2, τ nz = ρw′2 respectively (ρ is the fluid density), the topol-

gy of vortical patterns, the characteristic turbulence length and time

cales etc. Moreover, the conceptual design of modern coastal pro-

ection works requires nowadays the calculation of wave-induced

ean flows, wave set-up, run-up and overtopping, not properly pro-

ided by classical analytical theories or traditional numerical wave

odels. Quantification of the aforementioned features and processes

as been extensively provided throughout the last decades by vari-

us laboratory experiments, which involve physical modeling of wave

http://dx.doi.org/10.1016/j.ocemod.2015.12.001
http://www.ScienceDirect.com
http://www.elsevier.com/locate/ocemod
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ocemod.2015.12.001&domain=pdf
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mailto:chrismakris@gmail.com
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eneration, propagation, and breaking of the spilling or plunging type

n beach slopes placed inside wave flumes. These efforts are numer-

us and mostly account for linear and nonlinear regular and solitary

aves. Thorough reviews on surf and swash zone dynamics and tur-

ulence can be found in the works of Elfrink and Baldock (2002),

ongo et al. (2002), and Christensen (2006).

.1. Typical experiments for plunging breakers

The experimental methods implemented, vary from the early pho-

ographic capturing of the breaking wave process, with simultane-

us measurements of the free surface at specific gauge points, to

he more elaborate Acoustic/Laser Doppler Velocimetry (ADV/LDV)

r Anemometry (LDA), as those used by Nadaoka et al. (1989). One

f the most classic series of experiments with LDA technique is that

f Ting and Kirby (1994, 1995), investigating the dynamics of plung-

ng breaking waves. They studied turbulence transport and undertow

elocities in detail, by determining the time-mean and the variation

f local phase-averaged 2-D TKE together with the time- and phase-

veraged horizontal turbulent velocities. Moreover phase-averaged η,

and w were derived, as well as turbulence production terms. Inter-

stingly, the cross-shore sediment transport was proved to follow a

horeward direction for plunging breakers. Li and Dalrymple (1998)

erified, through ADV measurements, that the steady undertow cre-

ted by wave breaking over a sloping bed slowly flows seaward, be-

omes unstable and creates a migrating submerged vortex train with

horter length scales and longer time scales than the incident waves.

hese vortices rotate about horizontal axes parallel to the shoreline.

oreover they showed that undertow instabilities lead the wave-

veraged vortices to rotate in the same direction as the wave-induced

ater particle trajectories near the water surface, and in the opposite

irection at about mid-depth. Petti and Longo (2001) conducted time

eries analysis of periodic signals of u, w with the use of a LDV system,

long several vertical gauge sections in the swash zone. Their goals

ere to describe the wave front dynamics, calculate the length and

elocity macro- and micro-scales and define the Eulerian frequency

pectrum, which finally revealed a double structure. Longo (2003)

dditionally analyzed k measurements using a discrete wavelets

ethod, computed and phase resolved the different scale vortices.

he author concluded that the dominant vortices are of micro- and

id-size carrying the 70% of total turbulent energy under wave crest.

nother significant endeavor, implementing the LDA method, was

hat by Stansby and Feng (2005). They used a large number of gauges,

n order to investigate thoroughly the kinematics of the surf zone cre-

ted by weakly plunging breakers. They aimed at the determination,

hrough ensemble-averaging, of recurrent vertical flow structures, in-

luding from large-scale motions down to small-scale eddies. The co-

erent character of multiple 2-D vortical structures was confirmed,

pecifically just before and at the onset of breaking, leading to elon-

ated ones near and along the free surface during the turbulent bore

ropagation. Period-averaged ω, u′ and w′ were also obtained show-

ng onshore mass transport above trough level and undertow-type

ackflow below it. Thick vorticity layers were observed at trough level

nd a thin one rotating oppositely near the bottom solid boundary.

arious turbulence terms were also evaluated. Conclusively, physical

odeling has set the grounds of profound insight on the matter, yet

aboratory experiments are quite expensive and relate always to strict

ydraulic and inflexible geometric conditions.

.2. Numerical simulations of plunging wave breaking

Classic wave models (Boussinesq-type etc.) give satisfactory

imulation results near-shore, mostly accounting for spilling type

reakers, while their predictability depends on the wave breaking

ormulation, e.g. surface roller or eddy viscosity model. Modern ap-

roaches comprise of elaborate Computational Fluid Dynamics (CFD)
echniques, modeling the Navier–Stokes (N-S) equations on a grid

r mesh. The most prominent are the models solving the Reynolds

veraged Navier Stokes (RANS) equations, usually combined with

urface tracking techniques like Volume-of-Fluid (VOF) method; the

arge Eddy Simulations (LES) with Sub-Grid Scale (SGS) approaches

or the closure of turbulence; the computationally very expensive

irect Numerical Simulations (DNS) etc.

In this framework, Bradford (2000) presented an incompress-

ble N-S/VOF model to examine the accuracy of the numerical ap-

roximations of breaker location, wave height, undertow, and k. Ve-

ocity fields and kinetic energy contours under plunging breakers

ere presented, without description of the vorticity patterns of the

ow. Christensen and Deigaard (2001) described turbulence by LES

hrough a SGS Smagorinsky-type model for the small unresolved

cales and depicted complicated flow phenomena such as obliquely

escending eddies (ODE), reported by Nadaoka et al. (1989). A com-

lete numerical study was performed by Watanabe and Saeki (2002),

n which the vorticity of 2-D coherent structures and large-scale ed-

ies was investigated. Moreover, spatial gradients in frequency spec-

ra of kinetic energy and enstrophy were associated with Reynolds

tress production, transport and dissipation at various turbulent mix-

ng length scales. Mean velocity field, wave and turbulent kinetic en-

rgy in the surf zone were also evaluated. Zhao et al. (2004) created

2-D model with moderate computer requirements using VOF com-

ined with a log-law mean velocity profile for the bottom boundary

nd deriving η, u, w, wave heights, and undertow profiles. Their SGS

urbulent transport mechanism revealed order similarities between

urbulent production and dissipation. The first was primarily located

t the wave front and above the wave trough, whereas the second

indward of the waves. At the trough level, 2-D turbulence was being

qually convected and diffused, yet above it, domination of turbulent

onvection was obvious. The dissipation of 2-D TKE k in the spilling

reaker case continued during bore propagation and became very

apid under the plunging breaker with time scales of less than one

ave period. Watanabe et al. (2005) proposed a 3-D LES model with

GS to study the instabilities of vorticity in the saddle region of strain

etween the rebounding jet of the breaker and the spanwise vor-

ex. This led to undular motions amplified on a braid-type structure.

he resulting vortex loop defined an envelope region surrounding

he adjacent vortices forming a rib-like formation similarly to ODE.

hristensen (2006) implemented the N-S/VOF concept together with

ither an SGS or a k-equation model for the turbulence scales and

alculated the wave set-up, the undertow and turbulence features for

rather coarse computational resolution. An overall overprediction

f turbulence levels was found because of the use of standard values

f model parameters. Vortical structures were observed around both

he vertical and transverse axes, yet the elongated cross-shore turbu-

ent structures were dominant. Bakhtyar et al. (2009) used a k-ε (ε:

issipation of k) model for turbulence closure in combination with a

-D RANS-VOF method, presenting plausible results in the surf zone

xcept near the breaking point, and excellent ones in the swash zone.

.3. Review of SPH literature on wave breaking

All of the above methods are associated to mesh-based numeri-

al models. On the other hand, mesh-free methods are also more and

ore implemented nowadays for the numerical simulation of wave

reaking and surf zone turbulence. Smoothed Particle Hydrodynam-

cs (SPH) (Monaghan, 1992, 2005) is the most widely discerned parti-

le method, that stands out as a promising modern technique in deal-

ng with highly deformed free surface flows (FSFs), e.g. plunging wave

reakers, using Lagrangian formulation without the strenuous use of

toggling computational grid or mesh. In recent literature, the results

f SPH simulations for plunging wave breaking were visually impres-

ive (Gómez-Gesteira et al., 2010b; Dalrymple and Rogers, 2006), yet
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somehow display lack of thorough affirmation concerning detailed

turbulent flow features.

Shao and Ji (2006) used a LES-type SPH approach, i.e. a Sub-

Particle Scale (SPS) turbulence closure model (Gotoh et al., 2001;

Shao and Gotoh, 2005), to produce notable results, yet only for free

surface displacements, plunging jet topology and turbulent intensi-

ties. Khayyer et al. (2008) studied thoroughly the geometrical char-

acteristics of a plunging breaker for the case of a solitary wave, while

proposing a Corrected Incompressible SPH (CISPH) method, based

on a variational approach, for accurate tracking of the water surface

(see further analysis in Section 2.1.). Numerical data agreed with ex-

perimental ones for wave heights and velocities of the plunging jet

tip. Khayyer et al. (2009) took this approach even further by propos-

ing new criteria for the derivation and employment of a high-order

source term based on more accurate differentiation, in order to re-

produce more accurate pressure fields with SPH and tackle the re-

spective inherent problem of the method. The plunging event was in

their case induced by the reversed flow of a water jet after an im-

pact of a dam break on a solid vertical barrier. Shao (2010) presented

an ISPH method to simulate wave interactions with porous media

(bed and breakwater), by including additional frictional forces into

the SPH equations. The model was validated for solitary and regular

waves, and comparisons were good for pressures (against other mod-

els’ data), water profiles (against experimental data) and reasonable

for flow velocities. Gotoh et al. (2014) presented two enhancement

schemes (Higher order Laplacian: HL; Error-Compensating Source:

ECS) of Poisson pressure equation in ISPH for the simulation of the

sloshing problem and related impact forces. They provided good

qualitative comparisons for the plunging jet reproduction and quan-

titative ones for pressures. The plunger was yet again associated with

a water jet of the return flow after the impact of a dam break in a

sloshing tank.

Other interesting recent studies of water-body interactions are

those by Skillen et al. (2013) in 2-D and Wei et al. (2015) in 3-D; they

both present validation of their SPH models in terms of water levels

and velocities and give useful results about the flow field in the vicin-

ity of the interacting solids. Farahani and Dalrymple (2014) studied

the turbulent vortical structures under breaking solitary waves with

the use of 3-D SPH, the numerical results of which compared very

well against experimental data in terms of water surface evolution

and horizontal velocities. The authors numerically detected coher-

ent turbulent structures, organized in space and time, in the form of

reversed horseshoe (hairpin) vortices submersing downward behind

a spilling breaker. The newly found counter rotating legs of the re-

versed horseshoe structures were identified as the continuation of

the classic ODE. These structures were related to sweep events of

turbulence that transported momentum and TKE towards the bed,

through a downwelling motion, with the vortex turning mechanism

distinguishable among others. The authors did not detect similar co-

herent flow patterns for the case of a solitary wave breaking in plung-

ing form. Hence, rigorous validation of SPH simulation results against

reliable experimental data on plunging breaking for regular wave

trains is imperative.

Therefore, in the present paper, we provide refined SPS-SPH nu-

merical simulations of regular nonlinear waves breaking in weakly

plunging form, with the use of the SPHysics open-source code

(Gómez-Gesteira et al., 2012). All past SPH wave breaking simulations

dealt with strong plungers. The latter usually create water jets which

are more likely to penetrate the free surface in the area they impinge

and consequently produce large amounts of vertically distributed tur-

bulence. During the breaking of weak plungers, however, the jet is al-

most totally reflected when it makes contact with the forward wave

trough. The jet rebounds and splashes several times, while it gener-

ates horizontal stretching of relative eddies and vortical structures

(Christensen and Deigaard, 2001).
.4. Aims of the study

The calibration and affirmation of a state-of-the-art SPH imple-

entation to predict the details of the entire wave breaking process,

nder the said conditions, ensued as a major goal of the research pre-

ented below. Conclusively our aim was to provide an accurate sim-

lation of the highly nonlinear process of wave breaking specifically

or shore-normal weak plungers on a plane and relatively mild im-

ermeable slope. Extensive comparative analysis between model and

xperimental results is presented here, shedding light to the robust-

ess of the SPH method and indicating specific upgrades for future

esearch. We focus on good comparisons of wave heights, time- and

nsemble-averaged u, w and η distributions, wave set-up, crest and

rough envelopes against experimental data. The 2-D turbulent flow

eatures are also produced, such as recurring vorticity patterns, co-

erent structures, u′ and w′ Fourier spectra, and vertical mapping of

he Reynolds stresses. The analysis shows isotropic behavior of the

uctuating hydrodynamic components up to rather high frequency

pectral bands. The simulation of wave-induced mean flows plausi-

ly reproduced phenomena not well traced in the past literature on

umerical wave breaking.

. Numerical method

SPH is one of the most ingenuous modern numerical methods for

he simulation of hydrodynamic FSFs (Monaghan, 1994, 2005). It is

mesh-free particle method, implementing Lagrange-type approxi-

ation for N-S equations, through integral interpolation smoothing

unctions. Its Lagrangian nature allows the unhindered simulation of

SFs with strong deformations, such as wave breaking (e.g. plunging)

r wave-structure interaction in coastal areas, as described by Rogers

nd Dalrymple (2004), Dalrymple and Rogers (2006) and Crespo et al.

2007, 2008). Thorough analysis of SPH can be found in the books of

iu and Liu (2003) and Violeau (2012), thus only general reference of

he constitutive equations and assumptions used is given here.

.1. SPH basic features

The method’s fundamental principle is the integral interpolation

f any given (scalar or vectorial) function A(r) in the computational

omain that reads:

(r) =
∫

Aj(r′)W (r − r′, h)dr′ (1)

here h = cf·[(dx)2 + (dz)2]1/2 is the smoothing length (for 2-D), dx

nd dz is the horizontal and vertical spatial discretization respec-

ively, cf is a smoothing calibration parameter, r and r′ are the ar-

itrary particle point location and the distance between particles

espectively, and W(r, h) is the distance varied weighting function

alled kernel. Please note that the vector and tensor quantities are

resented in bold font. For an arbitrary particle i, Eq. (1) and the

erivative of A(r) read in discretized notation:

i(r) =
∑

j

A j

(
mj

ρ j

)
Wi j ⇒ ∇Ai =

∑
j

A j

(
mj

ρ j

)
∇iWi j (2)

here mj and ρ j are the mass and the density of any particle j and

ij is the kernel in particle notation. The summation is over all the

articles j within the region of compact support of the kernel function

or an arbitrary particle i (Gómez-Gesteira et al., 2010b).

A variety of bell-shaped weighting functions is available in the

ibliography, all accounting for certain attributes, such as posi-

ivity, compact support, normalization, monotonic decreasing and

elta function behavior (for infinitely small h). Two of the classic

nes, used in most of our simulations, are the cubic spline and the
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uintic Wendland (1995) kernels, given respectively by:

(ri j, h) = aD

⎧⎪⎪⎨
⎪⎪⎩

1 − 3

2
q2 + 3

4
q3 0 ≤ q ≤ 1

1

4
(2 − q)

3 1 < q ≤ 2 (cubic spline)

0 q > 2

nd

(ri j, h) = aD

{(
1 − q

2

)4

(1 + 2q) 0 ≤ q ≤ 2

(Wendland)
0 q > 2

(3)

here q is rij/h, αD is 10/(7πh2) and 7/(4πh2) respectively in 2-D, rij

s the distance between particles i and j. In practice the kernel influ-

nce domain is confined in a radial distance of 2h. A tracking tech-

ique like ‘nearest neighbor list’ is used to truncate the summation in

q. (2), thus taking into account only the neighbor particles close to

he integration point.

Conservation of mass (continuity) and momentum equations

N-S) are written according to Monaghan (1994) in particle formu-

ation as:

dρi

dt
=

∑
j

mj

(
ui − u j

)
· ∇iWi j (4)

dui

dt
= −

∑
j

mj

(
Pi

ρ i
2

+ P j

ρ j
2

)
· ∇iWi j + g

+
∑

j

mj

(
4vri j∇iWi j(

ρ i + ρ j

)∣∣ri j

∣∣2

)
ui j (5)

here ui is the velocity of particle i and uij = ui−uj, Pi and Pj are the

ressures of particles i and j respectively, mi is the mass and ρ i the

ensity of particle i, g = (0,0,9.81) m/s2 is the gravitational accelera-

ion vector, v is the kinematic viscosity of water taken here equal to

0−6 m2/s, and Wij is the kernel relating particle i to arbitrary sur-

ounding ones j within its influence domain.

The momentum conservation properties of the classic equation

f motion in SPH (Eq. (5); see also Eq. (12) in Section 2.3.1.) are dis-

ussed thoroughly by Khayyer et al. (2008) in their analysis of the

ISPH method, used for accurate tracking of water surface in break-

ng waves. They derived corrective terms, based on a variational ap-

roach, to ensure the preservation of angular momentum in ISPH for-

ulations. They highlighted that inter-particle forces due to pressure

first summation term in the right-hand side of Eq. (5)) are radial and

nti-symmetric, but this is not the case for viscous forces (last term

n the right-hand side of Eq. (5)). They proved that the total sum of

ll interaction pairs between particles, due to pressure gradient and

he viscosity term, will vanish and total linear momentum of the sys-

em will be preserved; evidence of that is given in Eqs. A3–A6 and Fig.

(2) of the Appendix in Khayyer et al. (2008). They observed that the

ngular moment of the two interacting forces between a pair of par-

icles depends on the isotropy of the internal stress tensor. Due to the

nisotropic nature of the viscous stresses in realistic viscosity calcula-

ions, such as in ISPH and SPS-SPH, the resulting viscous forces are not

ollinear with the position vector rij and could give an extra moment.

his could lead to a non-zero summation of all the moments between

ach pair of particles, and therefore angular momentum might not be

onserved. Their CISPH method tries to ensure correct calculation of

iscous accelerations and bend the problem.

Particles are manipulated to move with approximately the aver-

ge velocity of their neighbors, preventing them from occupying the

ame location with time. This is accomplished with the use of the fol-

owing kinematic relation, called XSPH correction (Monaghan, 1989):

dri

dt
= ui + εe

∑
j

mj

(
ui − u j

ρ̄i

)
Wi j (6)
here average particle density ρ̄i = (ρi + ρ j)/2 and εe≈0.5 is an em-

irical factor. However, the XSPH scheme is known to usually lead to

on-physical oscillations in the pressure and density fields, especially

hen simulating incompressible flow problems, as shown by Fatehi

nd Manzari (2011). Specifically, when solving the mass conservation

quation in standard Weakly Compressible SPH (WCSPH; see below),

he XSPH approach may cause numerical dispersion in the form of

ensile instability and sometimes divergence, originating from the

orm of spatial discretization used for the pressure term. Moreover

SPH could induce somewhat inaccurate results in the case of flows

ith sharp velocity gradients (Shahriari et al., 2012). However, the

atter was confirmed for flows in closed conduits (cardiovascular flow

n biomedics) with the presence of oblong barrier obstacles.

Monaghan (2005) highlighted the fact that the XSPH scheme does

ot conserve energy and proposed an implicit XSPH approach to

esolve this issue, by re-applying the values ui = dri/dt and uj = drj/dt

n the summation term of Eq. (6). Another remedy has been proposed

y Fatehi and Manzari (2011), who suggested a modified approach

hat, in combination with the Wendland kernel, uses a different

iscretization scheme for the second derivative of the pressure field,

ased on the pressure–velocity decoupling problem associated with

he so-called collocated grid methods. Alternatively, ISPH schemes

ith projection based pressure correction have been proposed and

howed high accuracy and stability for internal flows, providing

oise-free pressure fields in contrast to WCSPH (Xu et al., 2009).

he method relied on particle shifting algorithms and was expanded

or free surface flows, based upon Fick’s law of diffusion (Lind et al.,

012), and allowed the redeployment of particles in order to prevent

ighly anisotropic distributions and numerical instability.

Furthermore the problem of particle inter-penetrations is not

ompletely addressed by XSPH. Nonetheless, it has been minimized

y the ECS scheme presented by Khayyer and Gotoh (2011) for the

tabilization and enhancement of the performance of Moving Particle

emi-implicit (MPS) method, which is analogous to SPH. Modifica-

ions corresponded to a reformed source term of the Poisson pressure

quation counterbalancing high-order errors with dynamic coeffi-

ients as functions of the instantaneous flow field, and the derivation

f a corrective matrix, on the basis of Taylor series expansion, for a

ore accurate approximation of the pressure gradient. Tsuruta et al.

2013) proposed the Dynamic Stabilization (DS) scheme for any par-

icle method (MPS, SPH etc.), and thus provided a way to adequately

nduce repulsive inter-particle forces, based on the instantaneous dis-

ribution of particles, in order to eliminate the inter-particle penetra-

ion problem, which is one of the main causes of instabilities in SPH.

In order to relate the pressure to the density of the fluid, the arti-

cial compressibility concept is incorporated in (weakly) compress-

ble SPH models (WCSPH approach), giving the advantage of using

n equation of state instead of having to solve for an extra Poisson-

ype equation for pressure, which describes incompressible flows.

onaghan (1994), based on Batchelor (1974), provides the following

xpression for the particle pressure in WCSPH models:

= B[(ρ/ρo)
γ − 1] (7)

here B = cs,o
2ρo/γ , γ = 7, reference density is ρo = 1000 kgr/m3 and

s,o = c(ρo) = ∂P/∂ρ|ρο is the speed of sound in water. To enhance

tability of the combined WCSPH and XSPH approach and mitigate

heir aforementioned limitations for the reproduction of the violent

ree surface deformations in this study, the Shepard density averaging

lter is also applied (see Eq. (13) in Section 2.3.1.)

.2. SPHysics model

In order to verify the capability of state-of-the-art SPH to pre-

ict the details of the entire wave breaking process, the academic

open source’ numerical code SPHysics v.2 (Gómez-Gesteira et al.,

012) was used. It has been developed during the last years by
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several researchers around the world with its origin at Johns Hopkins

University (Baltimore, USA). Some of the crucial assumptions made

in SPHysics are presented below.

In all the simulations presented here, solid boundaries inside the

computational domain were treated as repulsive boundaries (Gómez-

Gesteira et al., 2012). This boundary condition was introduced by

Monaghan (1994) to ensure that fluid particles remain inside the

computational domain and never penetrate solid boundaries. The

particles that form boundaries impose centerline forces on water

particles, similar to inter-molecular forces in the form given by the

Lennard-Jones potential. A refined version of this assumption was

presented by Monaghan and Kos (1999). They used an interpolation

procedure, in order to minimize the interspacing effects of the solid

particles on the boundary repulsive forces. We also followed this

treatment, which defined a more or less slip boundary condition at

the inviscid limit.

Several numerical schemes are available in the SPHysics code

(Gómez-Gesteira et al., 2012). The symplectic time integration tech-

nique (Leimkuhler et al., 1996) was preferred in the present study,

due to faster computational times. In general, the total energy was

conserved within proposed limits (Monaghan, 1994), of 0.1% energy

loss over 400 time steps, as stated by the original authors of the

code. This accounted for 5–20 ms of wave propagation time per cy-

cle. The time step �t was variable (Monaghan and Kos, 1999), yet

small enough to ensure the fulfillment of the Courant–Friedrichs–

Lewy (CFL) condition, together with the force per unit mass fi and

the viscous diffusion terms criteria (Monaghan, 1989), based on:

�t = 0.3 · min(�t f ,�tcv),

where

{
�t f = mini(

√
h/|fi|)

�tcv = mini

(
h
/(

cs + max j

∣∣hui jri j

/
r2

i j

∣∣)) (8)

2.3. Viscosity treatment

Dalrymple and Rogers (2006) discussed the use of the artificial

viscosity term (Monaghan, 1992), which is used to keep particles

from interpenetration, represent viscosity and provide numerical sta-

bility for free surface problems. Nonetheless it influences negatively

the shear in the fluid, by introducing very dissipative structures in the

numerical scheme, a fact in particular significant if someone tries to

describe coherent turbulent structures. In SPHysics an SPS turbulence

closure model is available for the unresolved scales, while the large

scale structures could be reproduced implicitly by the SPH model

with proper spatial resolution.

2.3.1. Sub-particle scale turbulence closure

The SPS approach of modeling turbulence was described by Gotoh

et al. (2001) to represent the effects of turbulence in their model.

In the Appendix of the SPHysics User Guide (Gómez-Gesteira et al.,

2010a) a concise description of the LES-SGS numerical model ap-

proach can be found (Gotoh et al., 2004). A Favre-averaging tech-

nique, f̄ = ρ f/ρ̄ where the overbar denotes flat-top arbitrary spatial

filtering (Rogers and Dalrymple, 2004), was used for the compress-

ible fluid, causing respective alterations to the governing momen-

tum equation. An extra term accounting for internal friction effects,

(∇ · τ ∗/ρ̄), was introduced with discrete particle notation (Gómez-

Gesteira et al., 2010a, 2012) in Eq. (5), involving the SPS stress tensor

τ∗ in the likes of LES-SGS models, with its elements written in Ein-

stein notation:

τ ∗
i j = ρ̄

(
2vt S̃i j − 2

3
vt kSPSδi j − 2

3
CI�l2δi j

∣∣S̃i j

∣∣2
)

(9)

where νt is the turbulent eddy viscosity, CI = 0.0066 (Blin et al.,

2002), �l is the inter-particle spacing, δij is the Kronecker delta, kSPS

is the SPS TKE, |S̃i j| = (2S̃i j S̃i j)
1/2 is the local strain rate, which can

be calculated from the resolved variables, Sij is the element of mean
train rate tensor Sij, and S̃i j is the second-order invariant of the Favre-

ltered strain rate tensor S̃i j , given by:

˜
i j = −1

2

(
∂ũi

∂x j

+ ∂ũ j

∂xi

)
(10)

The Boussinesq hypothesis states that the momentum transfer

aused by turbulent eddies can be modeled with an eddy viscosity

t allowing for the Reynolds stress tensor τ ij to be proportional to

he filtered mean strain rate tensor S̃i j , as shown by the relation of

heir elements in Eq. (9). Thus the eddy viscosity assumption (Boussi-

esq approximation) was employed in the framework of a standard,

on-dynamic Smagorinsky-type model for the derivation of turbu-

ent eddy viscosity as ‍νt = [min(Cs�l)]2|S̃i j| (Smagorinsky, 1963).

he Smagorinsky coefficient Cs was kept constant both in space and

ime. The values implemented were Cs = 0.12–0.17 (Gómez-Gesteira

t al., 2012; Violeau, 2012), within the range of 0.1 to 0.24 proposed

y Rogallo and Moin (1984). This approach gives rise, using Eq. (9) , to

he ultimate SPS stress tensor symmetric formulation (Lo and Shao,

002), in discrete notation:

1

ρ
∇iτ

∗
i j =

∑
j

mj

(
τ ∗

i

ρ i
2

+
τ ∗

j

ρ j
2

)
· ∇iWi j (11)

Please note that the tilde sign (∼) represents, only for the afore-

entioned, filtered laminar values, e.g. of strain components. By

dding the term of Eq. (11) in the right hand side of Eq. (5), the fi-

al equation of motion used in SPHysics can be written in particle

otation (Dalrymple and Rogers, 2006):

dui

dt
= −

∑
j

mj

(
Pi

ρ i
2

+ P j

ρ j
2

)
· ∇iWi j + g

+
∑

j

mj

(
4vri j∇iWi j(

ρ i + ρ j

)∣∣ri j

∣∣2

)
ui j

+
∑

j

mj

(
τ j

ρ2
j

+ τi

ρ2
i

)
· ∇iWi j (12)

All the above add up to a robust turbulence closure model for the

andling of the unresolved scales, below spatial (particle) discretiza-

ion �x. Moreover, to avoid unrealistic results like secondary bumps

n the free surface, induced unfortunately by the SPS stress treat-

ent, Panizzo (2004) proposed the use of Shepard density averaging

lter. It ensured smoothness of free surface depiction and physicality

f results, just as the XSPH approach (Eq. (6)) averages the local veloc-

ties terms. The filtering process was performed every 30 time steps

down to 0.3 ms of wave propagation), introducing re-initialization

f each water particle density, while allowing simultaneous detailed

epresentation of the highly nonlinear processes of wave breaking,

ike plunging, overturning, splash-ups and wave impact, according to:

new
i =

∑
j

mj

Wi j∑
j

mjWi j

ρ j

(13)

.3.2. LES-type approach with SPH

Detailed description of turbulence and LES approaches can be

ound in the book of Pope (2000). Basic inspiration for the SPHysics

ode implementation of a LES-type SPH model was the study of Lo

nd Shao (2002). In that framework, the principal idea was that the

argest scales of motion should be resolved explicitly on the parti-

le discretized computational domain, while the contribution of ed-

ies or turbulent motions with length scales smaller than �x would

e computed through the SPS turbulence closure model. The funda-

ental concept to support the latter was the fact that a big amount

f the flow energy is generally contained in macroscopic and meso-

copic length scales, while microscopic ones are not dependent on
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Fig. 1. Sketch of the SF05 experimental setup.

Table 1

Characteristic features of wave flume experiment (SF05).

Water depth d

(m)

Flume length Lx

(m)

Flume width Ly

(m)

Flume depth Lz

(m)

Bottom slope

mb

Wave height H

(m)

Wave period T

(s)

Wave breaker

type

Irribaren

number ξ

Ursell

number Ur

0.34 11 0.3 0.6 1/20 0.105 2.42 Weak plunger ∼0.4 ∼265
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he flow and get characterized in terms of energy cascade (interme-

iate micro-scales) and energy dissipation (ultimate micro-scales).

hus, initially the discretization step �x and subsequently the inter-

article spacing �l (r−r′ in vectorial notation) would support the SPH

odel’s implicit spatial filter expressed by Eq. (1) for the decompo-

ition of the velocity field. This is very similar to the convolution in-

egral technique applied in LES models, as reported by various au-

hors (Pope, 2000; Issa, 2004). However, there might be issues about

he fulfillment of the presupposition that a LES approach should re-

olve explicitly nearly 80% of the flow etc. (Pope, 2000). Specifically,

n order for the SPS-SPH model to work properly and move towards a

ES-type approach, correct calibration of the spatial resolution should

e completed in the first place. Therefore particle discretization �x

ught to be at least equal or better smaller than specified real flow

ength scales, e.g. integral turbulence ones. These could be derived

rom available experimental data and are discussed thoroughly be-

ow. Large turbulent or random motions, of scales above �x values,

hould be resolved explicitly by the ‘laminar’ part of the SPH model

n reasonable simulation times. Nevertheless, the need for fine spa-

ial resolutions led to extremely large computational times for a serial

non-parallel) code, like SPHysics v.2.

. Computational setup, pre- and post-processing

echniques for SPH

The experimental data adopted for the validation of the SPS-SPH

odel were chosen based on two aspects. The first one was the broad

ariety of hydrodynamic features and processes covered by the phys-

cal simulations, in order to thoroughly validate the model’s ability to

apture 2-D turbulent features in the surf zone and the 2-D dynamics

f weakly plunging breaking. The second one was the compact geom-

try of the laboratory wave flume used as a prototype domain for the

umerical simulations. The latter had to do with manageable simu-

ation times and minimization of inherent dissipative behavior of a

tandard SPH approach.

.1. Experimental data

The experimental data, adopted for comparison against SPH sim-

lations output, were collected by the physical modeling effort of

tansby and Feng (2005) [SF05 hereafter]. Their investigation cov-

red variously the weakly plunging breaking of shore-normal nonlin-

ar waves in a laboratory flume installation and consequent turbu-

ence transport under them. A sketch of the flume setup is presented

n Fig. 1.
The geometric and hydraulic features of the experiment are pre-

ented in Table 1. The authors reported that the regular waves started

o plunge initially at about 4.95 ± 0.02 m from the wave generator,

here the depth was d≈0.188 m. At around 5.74 m from the wave-

aker the mechanism of weak plunging had resumed full shape and

he incipient breaking region ended up to this point. The breaking

ave height was Hb≈0.169 m and the ratio of wave height to still wa-

er depth at the breaking point was Hb/db≈0.9 m, indicating moder-

te to strong nonlinearity of waves there. This was corroborated in

he present study by calculating the Ursell number at the breaking

oint Urb = HbLb
2db

−3 which was Urb≈265 	 100, i.e. way larger than

he limit under which linear wave theory is valid. These conditions

ielded a surf similarity parameter (Irribaren number) based on the

nitial wave height H (in front of the wavemaker) ξ = mb/(H/L0)1/2 to

e about 0.46, where mb is the bottom slope and L0 is the theoretical

eep water wave length. This value of the Irribaren number is close

o 0.5, which is the boundary between spilling and plunging breakers

Battjes, 1974). The authors (SF05) stated that the waves obviously

ooked like they were breaking in weakly plunging form. The created

ater jet was almost totally reflected after hitting the forward trough.

t was found that in the initial breaking phase, a cluster of nearly hor-

zontal eddies (rotation axis parallel to the shore) was formed in the

ater column. Thereafter the jet re-splashed several times and gener-

ted patterns of recurring coherent vortical structures, leading to the

ormation of a series of horizontally elongated eddies above trough

evel and near the free surface.

.2. Numerical wave tank and post-processing techniques

The size of the numerical wave tank implemented for the SPH sim-

lations was directly correspondent to the experimental one by SF05,

hose features are given in Table 1. Simulations were vertically 2-

, and comparisons with experimental output were straightforward,

ince all results by SF05 were presented on a vertical cross-section in

he middle of the laboratory wave flume. In particular, measurements

f all hydrodynamic features of interest were conducted at discrete

umerical gauges in respect to the record locations of SF05. The hor-

zontal distances xg of the gauges from the wavemaker, as well as the

espective water depth d there, are given in Table 2. In brief, gauges

1–G6 were located in the wave propagation and shoaling region,

7–G12 covered the incipient breaking and the secondary splash-up

egion of the plunger, G13–G19 marked the middle of the surf zone

here the plunger transformed into a turbulent bore and G20–G24

ere placed in the inner surf zone.
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Table 2

Gauges horizontal distances from piston wavemaker (SF05).

Gauge G1 G2 G3 G4 G5 G6 G7 G8

xg (m) 1.094 2.404 3.404 3.904 4.404 4.904 5.304 5.540

d (m) 0.340 0.315 0.265 0.240 0.215 0.190 0.180 0.158

Gauge G9 G10 G11 G12 G13 G14 G15 G16

xg (m) 5.598 5.737 5.887 5.962 6.037 6.104 6.112 6.187

d (m) 0.155 0.148 0.141 0.137 0.133 0.123 0.129 0.126

Gauge G17 G18 G19 G20 G21 G22 G23 G24

xg (m) 6.262 6.337 6.412 6.604 6.796 7.104 7.200 7.604

d (m) 0.122 0.118 0.114 0.105 0.095 0.080 0.075 0.055
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In this framework, an issue that ensued was the derivation of fluid

parameters computed by a fully Lagrangian method, i.e. SPH, in an

Eulerian way. The SPHysics simulations output was produced in an

irregularly spaced format that followed the scattered distribution of

flow particles, incommoding direct comparisons with experimental

measurements on fixed locations. In order to sample the SPH fluid

data on fixed nodal points, a convenient interpolation method was

devised to transform the Lagrangian hydrodynamic field into an Eu-

lerian one. This relied on the spatial averaging procedure of Farahani

et al. (2012) for any arbitrary fluid parameter An on a fixed computa-

tional node n over its compact support domain, using the following

convolution-type integral in discrete particle notation:

An =
N∑

p=1

Ap
mp

ρp
W (|rn − rp|, h), f or the water column

An =
∑N

p=1 ApW ′(|rn − rp|, h)∑N
p=1 W ′(|rn − rp|, h)

, f or f ree − sur face boundaries

(14)

where p is any neighbor particle in an area of radius rp, around the

fixed computational node n that corresponds to the exact position of

the Eulerian numerical gauge and N is the total number of particles

that satisfy the relation rp ≤ h. At the numerical gauge position, mea-

surement points were vertically discretized by �x. The integral ker-

nel function could be the same with SPH method’s weighting func-

tion W(r, h). This integration technique is justified for the computa-

tion of velocity values at fixed positions in the middle of the fluid.

However, we deduced a simpler form of truncated weighted average

for the interpolation of velocity at locations close to the free-surface,

only when unphysical results were produced by the classic summa-

tion operator. This was done in order to avoid underestimated values

due to incomplete integration. W′ is a bell-shaped weighting func-

tion similar to the SPH kernel W (Eq. (3)) without the aD factor. This

method of mapping fluid data from scattered SPH particles into fixed

grid nodes was basically used to compute the wave-induced currents

and depth-averaged circulations, study iso-lines and/or iso-surfaces,

create contour plots and slices of fluid features (Farahani et al., 2012).

We hereby imposed the interpolation technique, but only at the col-

umn of vertically discretized nodes n that correspond to the Eulerian

numerical gauge and not on the whole computational domain, in or-

der to avoid extra increase of computational time.

In SF05, the LDA gauge measurements were made in order to

define recurring coherent (turbulent) structures on a vertical cross-

section. Velocities were point measured in such a way that the mo-

tion of monochromatic waves would allow the period-, phase- and

ensemble-averaged spatial (vertical) distribution to be approximated,

with coherent structures averaged over many cycles (SF05). How-

ever, instabilities of turbulent motions could render the large-scale

structures not exactly repetitive. Thus the moving-average method of

Nadaoka et al. (1989) was used by the authors and subsequently was

implemented in the present study. The measured kinematics were

therefore divided in two parts. The first was due to phase components
eferring to periodic wave motion, which also include higher-order

omponents and/or reflections from the solid boundaries in combina-

ion with repetitive coherent vortical structures. The second part was

ue to all residual components of turbulent motion. Interpretation

f these components was further attempted through their individual

ourier spectra, yet SF05 report that it was not possible to clearly sep-

rate ensemble-averaged irrotational wave components from those

ue to coherent vortical structures.

In the present numerical effort of simulating a flow with abrupt

ransition from transient to turbulent regime, with nonlinear wave

ropagation, plunging breaking and bore formation, the assumption

f ergodicity for the probabilistic structure of the velocity field u does

ot hold entirely. This is due to the overlapping of turbulent motions

ith ordered orbital motions of the wave; the overall wave motion

ontains both irrotational and rotational components. To discrimi-

ate accurately the rotational wave components of motion from tur-

ulent ones is a formidable task (Nadaoka et al., 1989), because the

rregular velocity components, corresponding to either turbulence or

he wave itself, are superimposed reciprocally in several bands of the

ourier spectral frequency domain. Specifically the non-deterministic

rocesses, during plunging jet splash and surface roller or bore prop-

gation after the incipient wave breaking, lead to pattern irregulari-

ies in the underlying field. These anomalies destroy the exact repet-

tiveness of the overall mean periodic variations of both free surface

levation η and velocity u in each cycle, rendering their time series

onsiderably different for each upcoming wave. Respective fluctua-

ions are of the order of the wave frequency fw = 1/T and higher, es-

ecially when considering that relatively small-scale high-frequency

ffects are added to them (SF05) due to coherent structures. Thus a

imple phase-averaging operator for the velocity field 〈u〉 (Ting and

irby, 1994, 1995) under breaking waves is not sufficient, in order to

xtract properly the ordered wave motion from the raw velocity u

ata, because the latter contain irregularly fluctuating components

f both coherent structures and turbulent motions. In order to de-

ontaminate the numerically recorded signals from residual and co-

erent turbulent components, we have implemented the ensemble-

veraging method of Nadaoka et al. (1989). It comprises of a low-pass

lter on the raw data, to remove residual turbulent components, and

ubsequent phase-averaging for several cycles of the low-pass filtered

alues of flow features, e.g. the velocity field ũ, given by:

ens(x, ζ t) ≡ 〈ũ(x, ζ t)〉 = 1

N

N−1∑
i=0

ũ(x, ζ (t + iT )) (15)

here 〈•〉 is the phase-average operator, the tilde sign (∼) denotes

ltered values by the moving average technique, i is the sample indi-

ator, N is the maximum sample number equal to the simulated wave

ycles (N ≥ 10), T is the wave period, ζ is the wave angular frequency,

is the position vector and t is the time interval of computations.

.3. Pre-processing: turbulence flow scales vs. discretization

Before defining the test cases for validation of the SPH method,

ased on the most crucial calibration parameter, i.e. particle dis-

retization �x, analysis of the flow scales should shed some light on

PS-SPH model’s potential to perform satisfactorily as a LES-type ap-

roach. The length scales of turbulent motions, vortices and eddies

ould be divided into three categories. The first one is the integral

urbulence length scale λ0, which corresponds to the energy con-

aining range of the flow. This range is relevant to the large eddies

hich contain also a big part of the coherent vortical structures of

he flow and correspond to the largest wavenumbers of the turbu-

ence energy spectrum (Pope, 2000). These large eddy motions tap

nergy from the mean flow and pump it among them. Thus in this

ange turbulence is produced, large velocity fluctuations are mani-

ested and high anisotropy is apparent. According to Cox et al. (1994)
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Table 3

Integral turbulent length scales λ0 , with upper and lower limits � and �EI , for the water column

above the boundary layer threshold zcr and in the middle of the boundary layer.

Gauge d (m) zcr (m) z ≥ zcr z < zcr

λο (m) � (m) �EI (m) λο (m) � (m) �EI (m)

G8 0.1580 0.0158 0.0063 0.0379 0.0011 0.0032 0.0190 0.0005

G10 0.1482 0.0148 0.0059 0.0356 0.0010 0.0030 0.0178 0.0005

G21 0.0952 0.0472 0.0171 0.1028 0.0029 0.0094 0.0566 0.0016

G23 0.0750 0.0359 0.0135 0.0810 0.0023 0.0072 0.0431 0.0012
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he mixing length is related to turbulent length scales λ0 or charac-

eristic eddy sizes that can be specified similarly to Deigaard et al.

1986) as:

0 =

⎧⎪⎨
⎪⎩

κ(z − z0) for z < zcr = Cλd

κ
+ z0

Cλd for z ≥ zcr = Cλd

κ
+ z0

(16)

here κ is the Von Karman constant (κ ≈ 0.4), z0 is the bottom ele-

ation, z is the vertical distance, zcr is a critical value of z which de-

ermines the bottom boundary layer, d is the local water depth, Cλ

s a time-invariant empirical coefficient related to the eddy size. For

he case of spilling breaking waves, Cox et al. (1994) calculated over-

ll values of Cλ to be 0.04 outside the surf zone and at the incipient

reaking region, 0.12 in the transition region at the mid surf zone and

.18 in the inner surf zone.

The upper limit of the integral turbulence length scales is � = 6·λ0

Pope, 2000) and is constrained by the characteristic length of the

ear-shore flow. Its value was calculated to vary from 25% to 100%

f the local water depth d, in the regions before or in the vicinity

f the breaking point to the inner surf zone, respectively. The lower

imit of the integral turbulence length scales is �EI = λ0/6 and sets

he demarcation point between the anisotropic large eddies of length

cales λ > �EI and the isotropic small eddies λ < �EI (Pope, 2000).

ts value was found to range from 0.7% to 3% of the local water depth

, in the regions before or close to the breaking point to the inner

urf zone, respectively. The calculated percentages refer to the water

olumn outside the boundary layer (z ≥ zcr) for the specific hydraulic

nd geometric features of the experiment implemented (SF05). Based

n Eq. (16) and the above analysis, we derived the values of λ0, �,

EI, zcr on selected gauges of the numerical wave tank, presented in

able 3.

The �EI designates the boundary between λ0 and the Taylor mi-

roscales λT. The latter are the second category of turbulent flow

cales, i.e. the intermediate ones between the largest and the smallest

cales. They correspond to the inertial subrange of turbulence, where

nergy cascades to finer length scales without dissipation. Taylor mi-

roscales are often implemented as representative of the turbulent

egime as they form the field of energy and momentum transfer from

oarser to finer scales in the wavenumber space. The lower limit of λT

s �DI which discriminates them from the smallest scales in the spec-

rum that form the viscous sub-layer range, namely the Kolmogorov

ength scales λK. In this range, energy is dissipated due to viscosity,

hus the scales involved are minuscule and correspond to high tur-

ulent wavenumbers (frequencies) in the turbulent velocity Fourier

pectrum. Turbulence is considered to be locally isotropic and homo-

eneous there. Taylor and Kolmogorov scales are often regarded as

arts of the universal equilibrium range, which contains both the in-

rtial sub-range and the viscous-sub layer (Pope, 2000). All the above

re schematically portrayed in Fig. 2.

In the simulations of the present study, the 2-D turbulence for

ll scales, below either λ0 or in the finer cases �EI, was computed

ith a Smagorinsky-type SPS model. Thus similarly to a LES approach

he SPS-SPH model simulated explicitly the large coherent structures
n the energy containing range and modeled the intermediate and

maller ones in the inertial and dissipation ranges. Please note that

here is still a long way for a complete LES implementation in SPH, e.g.

xplicitly simulating at least 80% of the 3-D flow and moving towards

nd beyond Taylor microscales. The latter implies implementing hun-

reds of millions of SPH particles and massively parallel simulations,

ven for scaled down geometries.

.4. Calibration test cases

We followed SF05 and attempt to numerically describe the kine-

atics in the incipient wave breaking region (G8, G10) and the in-

er surf zone (G21, G23). The first region was of interest because of

he intense shear and the second one due to the full development

nd propagation of the turbulent bore. Thus, according to Table 3,

alues of integral turbulence length scales λ0, that range from 5.92

o 6.32 mm in the outer surf zone and from 1.35 to 1.71 cm in the

nner surf zone, were considered to be crucial for the definition of

alibration test cases, as follows. Initial particle resolution �x should

ave smaller values than calculated λ0 throughout the entire compu-

ational domain, in order to render the SPS model effective. These val-

es were associated to the water column above the boundary layer,

≥ zcr. The depth-averaged corresponding values for z < zcr were half

he latter throughout the entire surf zone. The �EI values (Table 3)

re almost all smaller than 3 mm, which appeared to be the lower

ound for �x in SPHysics simulations within manageable computa-

ional times, i.e. half a month, based on the numerical setup used in

he present study. In Table 4 the 2-D SPH test cases employed, based

n �x, are shown together with the corresponding number of par-

icles N for each simulation. It is noted that the finest case with �x

qual to the lowest value of �EI = 1 mm for z ≥ zcr engaged nearly

.8 million particles. To get an idea, it took nearly six months for the

ompletion of one run with such high spatial resolution. Numerical

esults, based on a progressively refined discretization, were used in

onvergence and sensitivity analysis presented in Section 4.

The dimensionless smoothing ratio �x/h was taken also into ac-

ount for the coarse particle spacing tests, because it could reveal op-

imum values. The higher the �x/h factor became (small smoothing

ength h as compared to particle resolution �x), the more instabili-

ies in the flow field occurred and the numerical benefits from SPH

oncept were enfeebled. On the other hand, low values of �x/h led

o excessive smoothing of the flow properties and gave rise to spuri-

us dissipative behavior by the SPH model. Thus �x/h ratio was de-

ned by the cf calibration factor which took values from 0.92 to 1.22.

he lower is the one widely used in previous SPHysics studies and

he higher a previously demonstrated optimum value implemented

n Makris et al. (2010, 2011). Test cases 1 and 2 and 4 and 5 were

haracteristic examples of that. Test case 3 corresponded to a typi-

al λ0 value for the inner surf zone, while test cases 6–10 covered

he requirements of λ0 values for intensified shear regions such as

round the incipient breaking point and the area where transition to

bore occurred. The rest cases 11–14 were endeavors to approach

he lower limit of the turbulence production range �EI≈3∼1 mm for

≥ zcr (Table 3).
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Fig. 2. Diagram of turbulent flow length scales and eddy sizes.

Table 4

Simulation test cases based on spatial resolution �x and number of particles N.

Test case �x (m) �x/h N Test case �x (m) �x/h N

1 0.02 0.77 ∼5·103 8 0.006 0.77 ∼51·103

2 0.02 0.58 ∼5·103 9 0.00592 0.77 ∼52·103

3 0.015 0.77 ∼9·103 10 0.005 0.77 ∼73·103

4 0.01 0.77 ∼19·103 11 0.004 0.77 ∼114·103

5 0.01 0.58 ∼19·103 12 0.003 0.77 ∼200·103

6 0.00632 0.77 ∼47·103 13 0.002 0.77 ∼448·103

7 0.0061 0.77 ∼50·103 14 0.001 0.77 ∼1.8·106
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All simulations involved 10–50 wave periods, to ensure that suffi-

cient data would be obtained in order to conduct analysis of turbulent

features and their statistics (Cox et al., 1994). The time step �t of sim-

ulations was chosen to be variable and reached initial values down

to ∼1.5·10−5 s. The sampling rate of numerical output was 100 Hz

(Cox et al., 1994), thus keeping records nearly every 600 time steps.

For the 50 cycles simulated, this meant 1.21·104 records of hydrody-

namic features per test case and 242 records per wave period, which

was considered to be adequate for the analysis of turbulent features

(Nezu and Nakagawa, 1993).

4. Results

In the following, various SPH results are presented, ranging from

depictions of the weakly plunging breaker and its topological par-

ticularities to comparisons against experimental (SF05) data for sev-

eral wave characteristics. Representations of wave-induced currents

and velocity fields covering the whole computational domain are also

given, together with features of 2-D turbulence, which captures the

majority of the cross-shore phenomena in the entire surf zone and

gives us significant insight on the fluctuating hydrodynamic compo-

nents for the energy containing range of the flow (Fig. 2).

4.1. Representation of a weakly plunging breaker

In Fig. 3 a sequence of instantaneous SPHysics results for a fine

particle resolution is portrayed. The incident of weak plunging, re-

ported by SF05, was reproduced plausibly. Initially the area below

and near the wave crest transformed itself into a kind of surface roller

during propagation. The roller gradually changed into an obliquely

pointy bulge of water in the area of the wave crest. The latter was

forced by excess in momentum to the formation of a protruding

jet of water. Consequently the wave overturned, i.e. the created jet

pounced and finally plunged onto the forward wave trough, imping-

ing at the toe of the roller. This constitutes the main mechanism of

vorticity generation and enhancement due to turbulent production

in plunging wave breaking. The impinging tongue of water from the

plunger did not penetrate the surface but pushed an adequate vol-

ume of water upfront, causing a few more resplashes. Specifically,

during the first rebound splash-up, a smaller than the first tongue
as created which in turn flipped and plunged in front of the mean-

hile forming turbulent bore. The latter propagated firmly creating

steep front that pushed the forward water plash into the forma-

ion of a secondary bulge shoreward of the first jet splash. Smaller

han before plunging jets reappeared at the created bore front. Suc-

essive, slightly reproduced, cavities manifested themselves until the

ouble bore subsided and transformed into ripples at the swash zone.

iner spatial discretization invoked higher quality representation of

he plunger.

The color scale in Fig. 3 refers to Lagrangian 2-D velocity magni-

udes |u| = �(u2 + w2) discretized in SPH particles form. The val-

es of |u| at the propagating crest of the breaking waves and the tur-

ulent bore fronts reached a maximum of about |u|max≈2.9–3.7 m/s

or all simulations with �x ≤ 1 cm. A heuristic ratio of |u|max to the

heoretical shallow water celerity ct = (gd)1/2, namely the maximum

roude number Frmax = |u|max/ct, was calculated to be Frmax≈2.0–2.6

or the incipient breaking region, gradually grew to Frmax≈2.2–2.8

t the middle of the surf zone and became Frmax≈1.8–3.6 in the in-

er surf zone. Everywhere outside the surf zone the respective ratio

s Frmax < 1, clearly indicating the regime shift from sub- to super-

ritical flow at the breaking point. In very shallow water, the respec-

ive ratio would instantaneously reach values of Frmax≈35–50, since ct

as very low. The experimentally measured phase speed (wave celer-

ty) c took values from 1.06·ct to 1.32·ct (SF05) throughout the entire

urf zone. The latter was, however, close to that found by Stive (1984)

or spilling and not plunging breakers. Nevertheless the maximum

article velocities |u|max, computed in the present study, were nearly

–2.3 times higher than c in the outer surf zone and 1.4–3 in the in-

er surf zone. This was considered acceptable by taking into account

he rapidness of the primary plunging jets during incipient breaking

nd the secondary tongues during bore translation, when compared

o the ordered wave propagation.

Another interesting feature in Fig. 3 is the representation of four

ouples of detached large eddy formations during back-rush after the

assing of the turbulent bore. These horizontal eddy-like structures

rifted slowly offshore, towards the upcoming breaking wave, until

hey blended with the turbulent motions there. They reappeared and

egained a coherent shape with every passing wave, having a life-

pan of the order of one wave period. Besides that, the run-up in the

wash zone was clearly reproduced. No further numerical treatment

or the free surface coastal boundary was needed for that. However,
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Fig. 3. Consecutive snapshots of SPHysics output for a weakly plunging breaker and consequent turbulent bore formation (test 12). Color scale corresponds to velocities and the

time step of projection is 0.1 s. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article).
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riction and boundary layer treatment are still generally poor in SPH

imulations.

.2. Wave heights and set-up

The wave heights H were computed at every gauge with the use of

zero-upcrossing technique. The values of H were averaged for up to

0 wave cycles excluding measurements for the first two wave peri-

ds, which were considered to constitute a reasonable warm-up pe-

iod. In Fig. 4 comparisons of experimental against numerical wave

eights H and wave set-up (wave-induced mean free surface eleva-

ion) ME for low, mid, high and exceptional resolutions (upper to

ower graph) are shown. For test case 1 (not shown here) values of

were reproduced well only in the wave propagation and the tran-

ition region in the mid surf zone. In spite of that, the simulations

ailed totally in the shoaling, breaking and inner surf zone regions. For

oderate spatial resolution (test 5) comparisons were quite good, yet
imulated wave heights were not acceptable in the incipient breaking

egion and the inner surf zone. Initiation of plunging seemed to occur

arlier than expected, namely 40 cm or at a distance equal to 12.4% of

he local wave length L, before actual breaking occurred. In both 1 and

test cases the ME was apparently overestimated everywhere, except

n very shallow waters. The wave breaking point was very well pre-

icted, the trend of wave height evolution was plausibly reproduced

nd simulated values of wave heights revealed insignificant devia-

ions from experimental ones for finer resolution (test cases 12 and

4; lower graphs of Fig. 4). Minor discrepancies were still persisting in

he shear-intensified region of the plunger. The finest the resolution

as the best the agreement with experimental data became for wave

eights. Furthermore the wave set-up ME throughout the entire com-

utational domain was acceptably predicted especially as resolution

ot refined. The set-up above the initial break point was about 10%

f the wave height there and this was typical of experimental results

resented by Madsen et al. (1997).
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Fig. 4. Comparisons of wave height H and mean free surface elevation ME distributions between experiments (exp) and simulations (sim). From left to right and top to bottom

graphs refer to test cases 5, 10, 12, and 14.
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In general, agreement was plausible for wave heights H in all test

cases with �x ≤ 5 mm, i.e. below integral turbulence length scale for

z > zcr. The latter was corroborated by the classic Pearson product-

moment correlation for the wave height distributions by simulations

against experiments. The correlation coefficient values were in the

order of 0.9 for �x ≤ 1 cm and grew even higher, nearly 0.96 and

0.98 for test cases 13 and 14, respectively. The Pearson coefficient

measures the strength of linear dependence between experimental

and numerical data but does not compare directly their actual values.

Therefore the root-mean-square error (RMSE) between experimen-

tal and numerical data was also calculated, based on the values of

18 gauges. RMSE for wave heights, HRMSE (set-up, MERMSE), was 0.026

(0.014) m for test 1 and drastically decreased with increase of reso-

lution, namely 0.012 (0.007) m, 0.013 (0.005) m, 0.01 (0.003) m and

0.005 (0.002) m for tests 5, 10, 13 and 14, respectively. Stansby and

Feng (2005) state that experimental errors were in the acceptable or-

der of 5% in their study. In our numerical study, the improvement of

results based on resolution refinement, from tests 1 to 14, is of the

order of 520% for H and 700% for ME. The ratios of HRMSE/Hexp and

MERMSE/MEexp (Hexp and MEexp are the experimental values of H and

|ME|) are 15–55% and 130–3000% for test 1 reducing to 3–11% and

30–95% for test 14, respectively. It is obvious that higher SPH resolu-

tions provide far better results than coarse ones, and that experimen-

tal errors are comparable only to RMSE of numerical wave heights

for very fine resolutions (test 14). We compared also the RMSE of H

and ME with initial particle spacing �x and found that HRMSE/�x and

MERMSE/�x are 1.32 and 0.68 for test 1, and increase to 5.13 and 2.56

for test 14. This means that errors are somewhat in the order of the

particle size for coarse resolutions, but far from comparable with �x

for fine discretization runs. Nevertheless, the free surface has been

calculated based on the position of the upper particle plus half the

particle’s dimension, thus errors in low resolutions test cases do not

rely on omission of the extent of the particle’s size.
The above analysis has strong spatial differentiations, i.e. in the

ave propagation and shoaling regions or in the turbulent bore re-

ion and the inner surf zone, even rather coarse spatial resolution

ielded good results, especially when combined with optimum di-

ensionless spacing �x/h values. In the problematic incipient break-

ng region, where intense shear dominates, only fine resolution sim-

lations gave acceptable results.

In Fig. 5, comparisons of wave crest and trough envelopes, CE and

E respectively, are presented between numerical simulations and

xperiments, covering the entire surf zone. Please note that the CE

nd TE represent the marginally higher and lower values of the free

urface elevation η for the passing of all waves. A low, a moderate, and

fine spatial resolution case (from upper to lower graph; Fig. 5) are

iven, with acceptable agreement as �x got smaller, especially for the

rough level even in the shear intensified region of initial breaking.

.3. Ensemble-averaged and root-mean-square wave features

The heuristic approach to analyze the flow field structure under

reaking waves, rendered by Nadaoka et al. (1989), was used in the

resent study to define the ensemble-averaged values of several wave

eatures (see also end of Section 3.2). The method actually consisted

f applying an explicit low-pass filter on the record signals obtained

rom the numerical gauges. Hence, an attempt was made to reduce

he contamination by the lower-frequency effects of the rotational

ave components with the use of a moving-average method, where

ach wave cycle was divided into time-blocks. Velocities, free sur-

ace elevation, etc., were averaged for each segment of the signal.

ubsequently the phase-averaging operator (Eq. (15)) was applied to

ach corresponding time-block, over all wave cycles of the simula-

ion, in order to derive the aggregate mean cyclic variation (SF05).

he amount of time-segments is relevant to the hydrodynamic fea-

ures of interest. In the present study the large scale motions, the



C.V. Makris et al. / Ocean Modelling 98 (2016) 12–35 23

Fig. 5. Crest and trough envelopes, CE and TE, between experimental (exp) and simulation (sim) output. Tests 5, 10, and 13 from upper to lower graph presented indicatively.
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ecurring vortical patterns, and the coherent structures were of ma-

or importance. Consequently, the number of blocks should be large

nough to define these structures. Following SF05, 121 time-blocks

ere implemented, which corresponded to a moving average time of

.02 s (frequency of 50 Hz) and gave 3 samples per time-block for the

ampling rate of 100 Hz. The cut-off frequency in order to fully recon-

truct the initial signal or resolve the coherent turbulent structures

ith residual superimposed random turbulence (SF05), namely the

yquist, limit was 25 Hz. This value corresponded to nearly 60 times

he wave frequency fw (60th harmonic). Please note that in order for

he whole procedure to be successful, the time scales of turbulence

hould be much smaller than the wave period T. Nonetheless, for the

ase of wave breaking this is not always valid, as it is very hard to

iscriminate turbulent from ordered rotational motions due to the

ave, in a transient signal produced by the propagation of the break-

ng wave front and the consequent turbulent bore.

In Fig. 6 comparisons of ensemble-averaged values of free surface

levation ηens between experimental data and SPH simulations are

resented, at specific gauges in the incipient breaking region and the

nner surf zone. The best-fitted distribution of raw values, for the ac-

ual free surface elevation η in one wave period T = 2.42 s (x-axis), is
lso given indicatively. Very good agreement was found covering the

ntire surf zone for the refined resolution tests, with �x ≤ λ0. Similar

omparisons are shown in Fig. 7 for the ensemble-averaged values of

epth-averaged velocity Uens. Results continue to be plausible at the

nner surf zone, yet simulated Uens was somehow underestimated at

he shear intensified regions, probably due to lack of robust treatment

f bottom friction and boundary layer kinematics in SPH simulations.

patial resolution down to Taylor micro-scales (�x < �EI) should also

e considered. Nevertheless, the respective raw values of U for an ar-

itrary wave cycle were accurate very close to the ensemble-averaged

xperimental data.

In the left graphs of Fig. 8 the root-mean-square (rms) values of

he fluctuating free surface elevation ηf = ηens−ηmean (ηmean is the

eriod-averaged η), are given for three refined resolution cases (10,

2 and 14 from top to bottom) at all the gauges in the surf zone. Com-

arisons with experimental values revealed exquisite agreement.

his was also confirmed by the relevant Pearson product-moment

orrelation coefficients which reached very close to one, especially

s spatial discretization got refined. This was not the case though for

he rms depth-averaged velocity Urms, as shown on Fig. 8 (right panel

raphs). The relevant Pearson correlation coefficients were around
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Fig. 6. Comparison of experimental (exp) against simulation (sim) data for ensemble-averaged (blue/long-dash line) and real-time (red/short-dash line) values of free surface

elevation ηens and η (Test 12). Upper graphs refer to G8 (left), G10 (right) at the incipient breaking region and lower graphs to G21 (left), G23 (right) at the inner surf zone. (For

interpretation of the references to color in this figure legend, the reader is referred to the web version of this article).

Fig. 7. Comparison of experimental (exp) against simulation (sim) data for ensemble-averaged (blue/long-dash line) and real-time (red/short-dash line) values of depth-averaged

velocities Uens and U (Test 12). Upper graphs refer to G8 (left), G10 (right) at the incipient breaking region and lower graphs to G21 (left), G23 (right) at the inner surf zone. (For

interpretation of the references to color in this figure legend, the reader is referred to the web version of this article).
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0.5, which was somewhat dissatisfying. Nonetheless, the latter ap-

plied mostly along the transition region of the plunger to a bore in the

mid surf zone, where steep water fronts were created. At the incipi-

ent breaking region or the inner surf zone comparisons with experi-

mental data were acceptable. It is noted that the SPS-SPH model pro-

vided apparently far better results as compared to the RANS model of

depth-integrated shallow water equations, used by SF05 to simulate

their experiments.

4.4. Wave-induced mean flows

The investigation of surf zone hydrodynamics in this study fo-

cused also on the simulation of wave-induced mean flows. Namely
he cross-shore seaward return flow (called the undertow) and the

horeward flow (broken wave mass transport added to the Stokes

rift) were examined. In Fig. 9 the Eulerian period-averaged kine-

atics at specific gauges are portrayed, obtained from SPH results

or the case of �x = λ0, covering both the whole computational do-

ain (upper graph) and zooming in the surf zone (lower graph). The

nshore current above trough level (Stokes drift) and the undertow

elow it were clearly visible across the wave propagation region. In

he surf zone, the onshore current comprises the Stokes drift together

ith the broken wave’s net mass transport, and the undertow is fairly

arger there. These opposite wave-induced currents are clearly dis-

erned by the calculated wave trough and crest envelopes. Another

lausible attribute is the realistic depiction of the propagating wave’s
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Fig. 8. Comparison of experimental (exp) against simulated (sim) rms values of free surface elevation fluctuation ηf,rms (left panel) and depth-averaged velocity (right panel) for

fine spatial resolution tests 10, 12 and 14 (upper, mid and lower graph respectively).

Fig. 9. Period-averaged vertical distribution of velocity vectors umean (test 10) at various gauges covering the entire computational field (upper graph) and zoomed in the surf zone

(lower graph). Wave trough (red large-dash line), crest (blue small-dash line) and set-up (green dash-dot line) envelopes are shown, demarcating the undertow and shoreward

drift regions. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article).
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dvancing nonlinearity up to the breaking point (Fig. 9). The wave

et-up level was correctly positioned between the crest and trough

nvelopes. The lower graph (Fig. 9) depicts the entire surf zone and

eveals qualitative similarities when compared to the respective rep-

esentation by SF05. Moreover, even the shoreward inversion of the

ean flow near the bed, called streaming (Longuet-Higgins, 1953;

hristensen et al., 2002), was reproduced qualitatively well in most

ases. The latter is shown by the onshore vectors of mean velocity in

he bottom boundary layer (Fig. 9), both for the propagation and the
urf zone regions. This near-bed onshore current is in fact the time-

verage of the wave-induced oscillatory motion, which could influ-

nce significantly the shear stress distribution along the vertical near

he boundary layer (Fredsøe and Deigaard, 1992). As an outcome, co-

erent rotational flow patterns emerged near the bed, as can be ob-

erved in vorticity maps further below.

Furthermore, in order to check the counterbalancing effect of the

ndertow and the shoreward drift, the depth-integrated value of

ean velocity vertical distribution was calculated with the use of the
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Fig. 10. Ensemble-averaged velocity uens vector plots for test 10 at the incipient breaking region G8, G10 (2 upper graphs) and the inner surf zone G21, G23 (2 lower graphs) bore

region.
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following relation:

Flux(umean) =
∫ η

z0

(umean)dz (17)

Eq. (17) actually describes the 2-D volume flux of period-averaged

velocity, which was far less than 0.01 m2/s. The respective depth-

averaged mean horizontal velocity Umean took values almost near zero

(Umean≈0) in all gauges. The naught balance in shoreward and off-

shore driven momentum, indicated plausible qualitative reproduc-

tion of the wave-induced mean flows throughout the entire com-

putational domain. No need of any special treatment for the vertical

distributions of the velocity field emerged for the SPH model.

Plots of simulated ensemble-averaged velocity vectors uens are

shown in Fig. 10 for weakly plunging breakers (upper two graphs)

and propagating bores (lower two graphs). Please note that the plots

are against time for a whole wave period T. By comparing the veloc-

ity magnitudes against measured wave phase speed c, it was found

that they were similar in the roller and the bore regions. The high-

est values were observed during the initiation of plunging breaking,

as water jets were formed and crests overturned and the lowest val-

ues in the vicinity of the turbulent bores, probably due to their diffu-

sive nature (SF05). The maximum velocity occurred at the wave crest

above the toe of the wave in the incipient breaking region (G8 and

G10) with magnitudes almost 1.5 times the measured wave celerity

c. These were slightly larger than the values obtained for the initia-

tion of spilling breakers (Qiao and Duncan, 2001). This is considered

to be justifiable, by taking into account the formation of the protrud-

ing jet on the wave crest that led to the event of weak plunging. In this

case the water particles are expected to have larger velocities than the

case of a spilling breaker. At G21 and G23 (inner surf zone), the max-

imum values of numerically derived uens were 7–12.5% higher than c.
t is obvious that the vertical distribution of uens vectors was of oscil-

atory nature, i.e. with counterbalancing direction, during one wave

ycle (Fig. 10). The pattern of the time series of uens vertical distribu-

ions was similar to the one of <u> vertical distributions in Nadaoka

t al. (1989).

As a check on numerical output accuracy and following

q. (17), the 2-D volume flux of horizontal ensemble-averaged ve-

ocity Flux(uens) over one period was also derived, together with the

espective normalized volume flux NorFlux(uens), as shown in the

ormulas:

Flux(uens) =
∫ T

0

∫ η

z0

(uens)dzdt

orFlux(uens) =
∫ T

0

∫ η

zb

(uens)dzdt

/∫ T

0

∫ η

zb

(|uens|)dzdt (18)

It was found that Flux(uens) was also far less than 0.01 m2/s,

lux(uens) � 0.01 m2/s, and NorFlux(uens) was calculated to be less

han 5%, which was considered to be acceptably accurate and in ac-

ordance to the experimental data (SF05). The time-averaged total

ass flux Flux(uens)/T, defined by Nadaoka et al. (1989), was found to

e practically zero, as expected. Gradients in velocity distributions

ould be associated to the 2-D coherent shear and vortical struc-

ures shown further below; generally velocity gradients are linked to

he wave-induced 3-D large-scale eddies in terms of a real flow. The

ottom-originated vorticity also affected the vertical velocity profiles

specially at the boundary layer, causing the inversion of the flow

streaming). Nonetheless the effect of boundary layer vorticity to the

imulated velocity was not as important as that due to the large-scale

ddies above trough level, because the bed roughness was negligibly

mall in the present study (SF05).
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Fig. 11. Fourier spectra P(f) of simulated turbulent components of horizontal u′ and vertical w′ velocities for the incipient breaking region (G8) [upper graphs] and the inner surf

zone (G23) [lower graphs] for test 12. Measurements are taken at still water level. −5/3 (full line) and −3 (dash line) gradients are also shown. The Nyquist frequency was fN = 25 Hz.
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.5. Fourier spectral analysis of fluctuating velocity components

LES-type simulations like those with SPS-SPH models, and more

ikely DNS, are the closest to experimental investigations that CFD

ethods could reach, especially in regard to the issue of distinguish-

ng the turbulent fluctuations of the hydrodynamic field from the

egular or ordered water motion (Christensen and Deigaard, 2001).

hus an attempt was pursued to describe the approximate turbulent

eatures derived from 2-D SPS-SPH simulations, which are hard to

btain with the use of classic wave models. Specifically, the power

pectrum of the fluctuating (approximate turbulent in 2-D) compo-

ents of the Eulerian velocity field u′ was derived. This was achieved

hrough discrimination of the ensemble-averaged components uens

Eq. (15)) from the raw velocity field u, obtained by high sampling

ate numerical records, following the relation:

′(x, ζ t) = u(x, ζ t) − 〈ũ(x, ζ t)〉 (19)

Fig. 11 shows the Fourier power-law spectra P(f) (f is the fre-

uency) for simulated turbulent components of horizontal u′ (left

anel) and vertical w′ (right panel) velocities at the incipient break-

ng region (upper graphs) and the inner surf zone (lower graphs),

egarding a marginally fine spatial resolution case (test 12). For the

nitial breaking phase, a trend following the −5/3 gradient was ob-

ious on the log/log scale, which is typical of isotropic (inertial sub-

ange) turbulence (Pope, 2000). This trend extended from a frequency

= 1 Hz and at least up to the Nyquist filter limit fN = 25 Hz. Random

urbulence below this frequency was lost in the averaging process.

onsequently the lower limit of the large-scale structures’ life-span

cs would practically be of the O(tcs) = 1 s, while turbulent energy

ascade would involve coherent structures with tcs at most of the

(tcs) = 0.04 s. Improvement of previous results on the matter based

n lower spatial resolution (Makris et al., 2010, 2011) was clear for

edian to high frequency bands that correspond to either the SPS-

reated length scales or the smallest of the resolved large motions.

n the present study the higher than before spatial resolution, the
ner conditional sampling technique and the sufficient number of cy-

les simulated contribute positively to this upgrade in numerical re-

ults. Nevertheless issues of proper treatment of turbulence measure-

ents still remain. For example in the inner surf zone, the SPS-SPH

odel did not perform plausibly in simulating the effects of isotropic

inertial sub-range) turbulence at high power spectrum frequencies

> 10 Hz. For high frequency bands P(f) deviated from its initial −5/3

radient, thus making clear that no scaling power-law was evident

or the small unresolved scale motions, whose effects were supposed

o be modeled by the SPS approach.

All the above were relevant to areas inside the surf zone near

he still water level, where thick layers of vorticity and strong vor-

icity gradients were present. Throughout the rest of the water col-

mn, the spectra revealed anisotropic trends for even broader fre-

uency band widths, namely for larger scale (coherent) structures in

he flow field. In addition, the -3 gradient, typical of 2-D frozen tur-

ulence (Lesieur, 2008), was also sketched on the graphs (as in SF05),

lthough it was never reproduced in any gauge and depth. The au-

hors in SF05 report that turbulence quantities obtained were only

uperimposed residual values of relatively high frequency, not rep-

esentative of all turbulence energy. This was not exactly the case

n the present study, because the ensemble-averaging technique al-

owed lower frequency effects to be taken into account, thus repre-

enting nearly all the approximate turbulence energy. Therefore, fur-

her analysis of the Reynolds stresses and/or TKE, quadrant analysis

f turbulent intensities could confirm whether residual and overall

urbulence are close to or far from isotropic.

.6. Vorticity patterns and coherent structures

We also studied the reproduction of Lagrangian and Eulerian re-

urring vortical patterns and respective coherent structures. The lat-

er can be broadly defined as repeating patterns of eddy-type mo-

ion in turbulent flows. In general, the vorticity is defined in matrix
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Fig. 12. Simulated vorticity field ω (s−1) under weakly plunging breaking waves for test 11. Depiction of coherent structures and large scale vortical patterns for nearly one wave

period (graphs equidistant at �t = 0.2 s). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article).
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notation as ω = ∇ × u that reads in SPH framework (Monaghan,

1992), for each arbitrary particle i and the surrounding ones j in its

compact support domain, as:

ωi =
∑

j

mj

(
ui − u j

)
× ∇iWi j (20)

For a 2-D vertical plane of the hydrodynamic field, ω is always

perpendicular to the flow and could be considered as a scalar field,

given alternatively by ω = ∂u/∂z-∂w/∂x.
In Fig. 12, snapshots of the ω field for one wave period are shown

n a 2-D vertical cross-section; in Fig. 13 we provide enlarged regions

f Fig. 12, presenting characteristic parts of it. Similar patterns of con-

entrated vorticity were apparent periodically, with the passage of

onochromatic waves. These were coherent vortical structures in-

olving from large-scale vortices down to small-scale eddies. It was

educed that vorticity started to gain noticeable values at the wave

rest and the toe of the wavefront right before the plunging jet for-

ation (Fig. 13a) (Peregrine and Svendsen, 1978; Zhao et al., 2004).
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Fig. 13. Characteristic enlarged regions of coherent structures and large scale vortical

patterns of the snapshots given in Fig. 12 due to simulated vorticity field ω (s−1) un-

der weakly plunging breaking waves for test 11. Contour colors correspond to the color

scale in Fig. 12. a) before plunging, b) incipient plunging jet, c) permeated structures

near the surface during bore propagation, d) horizontally stretched structures, e) verti-

cal convection with blending of negative and positive vortical structures and f) residual

structures. (For interpretation of the references to color in this figure legend, the reader

is referred to the web version of this article).
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Fig. 14. Simulated period-averaged vorticity field ω̄ (s−1) in the surf zone under

weakly plunging breaking waves for test 11. Full lines show crest and trough trajec-

tories and bottom elevation. (For interpretation of the references to color in this figure

legend, the reader is referred to the web version of this article).
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he concentrated in this way vorticity spread out over the whole sur-

ace roller region after the initiation of the plunging breaking pro-

ess. Subsequently, the impingement of the plunger on the forward

rough induced the generation of topological vorticity independent of

he wave-induced rotational flow (Fig. 13b). This meant that a sudden

urst of vorticity took place and confined multiple vortical structures

ecame apparent; a small part of them was descending obliquely to

he bottom spreading also vorticity in the water column for a brief

eriod after plunging (Fig. 13c). The larger part of the vortices was

ermeated near the free surface, seaward of the broken wave crest

Fig. 13c). This might be considered to be the end of the plunging re-

ion and the start of bore formation and propagation. During the lat-

er coherent vortical structures were initially stretched horizontally

Fig. 13d), just as reported by SF05. Eventually they were convected

ertically along the entire water column, resulting in the formation of

iscrete large coherent structures in the bore region and upstream of

t (Fig. 13e). Anywhere else the flow was nearly irrotational, except in

he region upstream of the plunger, where coherent structures short-
ned in size and torpid residual vorticity of low values was observed

Fig. 13f), due to the passage of previous breakers (also shown in

ig. 3). While the whole process was evolving, a thick layer of pos-

tive vorticity (clockwise rotations) from the free surface to trough

evel was evident whereas a thin layer of negative vorticity (counter-

lockwise rotations) prevailed at the bottom. These persisting elon-

ated structures of negative vorticity were observed near the bed

nder and in front of the roller, initially similar to a mixing layer

Fig. 13b), just as shown by SF05 and Nadaoka et al. (1989). These

nd the formerly mentioned coherent structures in the roller region

re most important in bed sediment pickup and suspension respec-

ively, for they act as enclosed pockets that carry sediment with them,

haping its transport.

Another interesting feature was that small structures of negative

orticity merged with larger positive ones after plunging (Fig. 13e)

nd drifted apart in an inclined mode of about 45° following the

rincipal axes of the mean strain rate of the phase-averaged veloc-

ty field under and behind the broken wave crest (Fig. 13c and e). This

early π /4 tilt almost coincided with the axis of the obliquely de-

cending eddies (Nadaoka et al., 1989) seaward of the plunging wave

rest, before the coverage of a large region of the water body by co-

erent vortical structures. Only a 3-D representation of the flow field

ith really fine resolution (�x � 1 mm) would enlighten the mat-

er, although respective preliminary results seemed promising. The

-D cases of plunging breakers simulated by other SPH researchers

Farahani et al., 2014) were not able to reproduce ODEs, yet their spa-

ial resolution (�x = 7 mm) probably was too coarse for this kind of

nalysis.

The simulated period-averaged vorticity field of a fine resolution

est case is presented in Fig. 14, for the surf zone region. Please note

hat the axes in Fig. 14 are distorted, meaning that the actual struc-

ures presented are much more elongated. A thick layer of mean

lockwise vorticity was traced in the vicinity of the wave trough level

t the end of the initial breaking region, as reported also in SF05.

successive pattern of positive and negative concentrated vorticity

as apparent at trough level in the bore region, followed by counter-

otative structures near the bed. For the initial breakers, the maxi-

um observed raw vorticity ωmax in our simulations was of the order

f 10 times the maximum value of the mean vorticity ω̄ field, both for

lockwise and counter-clockwise values. Nevertheless, this ratio was

f the order of 5 over the larger part of the wave cycle. The horizontal

ength scale of the period-averaged coherent vortical structures, con-

ained in the two aforementioned discrete regions, were 22–24% of

he local wave length (Lvort = 22–24%·L) or 4.5 to 6.5 times the local

ater depth (Lvort = 4.5–6.5·d).

Simulated ensemble-averaged vorticity ωens contour plots are

hown in Fig. 15 (left graphs: incipient breaking and transition

egions; right graphs: middle and inner surf zone). Images of

ens refer to numerical measurements of the 2-D vorticity field

volution in time at discrete fixed (Eulerian) gauges, which was
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Fig. 15. Simulated ensemble-averaged vorticity ωens (s−1) for weakly plunging breaking waves of test 11; from top to bottom at gauges G8, G10, G11, G12 (initial surf zone; left

graphs), and gauges G13, G15, G21, G23 (middle and inner surf zone; right graphs). (For interpretation of the references to color in this figure legend, the reader is referred to the

web version of this article).
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derived using the method proposed in Section 3.2 and commented in

Section 4.3. In general it could be said that concentrated vorticity

was apparent, manifested as multiple coherent structures, at the ini-

tial breaker point, the surface roller region and the region where the

plunger transformed into a bore. In the bore region those structures

were evidently spread mainly horizontally. They formed a recurring

pattern and could be characterized as coherent by taking into account

that the vorticity field has been ensemble-averaged for up to 50 wave

cycles. In particular, vorticity was generated during the initiation of

breaking at G8 and G10, where positive (clockwise) values of ωens

were traced near the crest and negative (anticlockwise) values of ωens

near the bottom below the crest. These structures seemed to have a

lifespan tcs of a fraction of the wave period, around tcs = T/8≈0.3 s.

This corresponded to 30 record values for the sampling rate adopted

and 15 values of the ensemble-averaged signal, enough to decompose

and reconstruct the coherent structures. This observation led also to

the conclusion that the u′ and w′ values were predominantly resid-

ual turbulence values and not heavily contaminated by random low

frequency wave motions or coherent structures, at least at the incipi-

ent breaking region. Thereafter, coherent vortices were multiplied in

the transitional region (at G11 and G12), where they grew in size and

life-time, covering almost the entire water column for more than a

quarter of the wave period, i.e. tcs > T/4≈0.6 s. The vortices were all

clockwise, as sketched originally by SF05 and Nadaoka et al. (1989)

(for spilling breakers), except near the bottom everywhere in the surf

zone and apparently at G13, where a double coherent structure of

negative vorticity inclined towards the bed was evident. The coherent

structures grew in size during the secondary splash-ups and the bore

formation region (G15), while they spread seaward predominantly in
orizontal direction and gained a larger lifespan. This might be con-

idered to be the cessation cross-section for the plunging event and

he start point of bore propagation (SF05).

In the inner surf zone (at G21 and G23) vorticity patterns were

nfeebled yet still multiple in numbers, with the area around and

bove the trough level being saturated by coherent vortical struc-

ures. These were distributed along the surface as the bore propa-

ated to shallower water in the swash zone. For the initial breakers

t G8 and G10, the maximum ensemble-averaged vorticity was about

ens,max = 33 s−1 at the toe of the breaker, which was maintained

hroughout the transitional region (G11 to G13) until the endpoint of

he plunging event (G15), where ωens,max reached locally the extreme

f 115 s−1. This rapidly reduced to about 50 s−1 for turbulent bores at

21 and G23 downstream of the breaker. At G15 to G23, except close

o the bore crest, small coherent structures were also present in the

nitial stages of the mean cyclic variations, i.e. for t = 0–T/4. This was

esidual vorticity upstream of the incident plunger due to the passage

f previous breaking waves. Eventually the maximum recorded nu-

erical vorticity, averaged through all the simulation cycles, seemed

o occur right before the coherent vortices started to markedly spread

long the surface (G15–G23), as reported also in SF05.

.7. Reynolds stresses and kinetic energy

Another interesting issue, concerning the investigation of fluctu-

ting components of hydrodynamic features in the present study, was

he derivation of the TKE and Reynolds stresses. TKE can be defined

s the average kinetic energy per unit mass, k̄ or kens for steady or

ransient regime of the averaged fields respectively, associated with
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Fig. 16. Simulated ensemble-averaged 2-D TKE kens (m2/s 2) [left graphs] and shear stress τ ss,ens (Pa) [right graphs] for weakly plunging breaking waves of test 11 at the incipient

breaking region and inner surf zone (from top to bottom: gauges G8, G10, G21, G23). (For interpretation of the references to color in this figure legend, the reader is referred to the

web version of this article).
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he eddies of the turbulent flow. In a physical sense, real-time TKE

ould be identified as half the numerically measured sum of mean

quared velocity fluctuations (derived from u′ = u−uens). Therefore,

t is not possible to directly reproduce snapshots of 2-D TKE for the

ntire computational field, due to the Lagrangian nature of the SPH

ethod and the consequent irregularity of the particles’ distribution

hroughout the whole domain. In order that this be feasible a back-

round fixed grid should have been used, where the velocity field

ould be interpolated, above the SPS level, and the turbulent velocity

uctuations u′ and w′ be derived everywhere. As mentioned above,

his would unduly increase the computational cost. Thus k was only

alculated at fixed numerical gauges for the whole water column.

n this framework, ensemble-averaged (Sections 3.2 and 4.3) values

f TKE, which were associated with the large coherent 2-D cross-

ections of eddies on a vertical plane of the flow (larger than �x),

ere calculated based on phase-averaging of the squared numerical
′ field (Christensen, 2006), using the following general relation:

ens = (〈u
′2〉 + 〈w

′2〉)/2 (21)

When the transverse horizontal turbulent velocity component
′ is neglected, Eq. (21) should be multiplied by a factor of 1.33

Stive and Wind, 1982; Svendsen 1987; Ting and Kirby, 1995) or 1.5

Christensen, 2006), depending on the breaker type and the mea-

urement method. These values were based on analysis of plane tur-

ulent wakes, considered to be similar to turbulent bores in wave

reaking, and could reach the value of 1.6 for natural (not laboratory)

urf zones (Ruessnik, 2010). In the present case of weakly plunging

egular waves, a multiplication factor of ∼1.4 for Eq. (21) is used,

.e. somewhere in between the gently spilling and strong plunging

ases.
 T
Contour plots of kens in a 2-D vertical cross-section for weakly

lunging breakers at fixed points in the incipient breaking region (G8,

10) and inner surf zone (G21, G23) are shown in Fig. 16 (left graphs)

or rather high spatial resolution. This figure actually illustrates the

emporal evolution of turbulence production and decay, during the

reaking process for a wave period averaged over many cycles. Please

ote that if the graphs’ abscissa were reversed, i.e. to denote T−t as

as done in SF05, and ergodicity of waves assumed (hardly the case

n the highly dissipative surf zone), we could actually reproduce the

nsemble-averaged wave features in spatial x-coordinate, for a wave

ength x = 0−L. Thus by careful inspection of Fig. 16 (left graphs), it

an be said that 2-D TKE was produced just before breaking at the

oe of the roller and took higher values on the forward front of the

ave during plunging, as well as in the upper region of the undu-

ar free surface near the crest. The layers of kens were thin and dense

n the initial phase of the wave passage from the fixed gauge. After-

ards, kens was diffused with time, especially when the back face of

he wave was passing, thus rendering those layers sparser, thicker

nd of lower energy. This pattern extended from crest to trough level

nd was similar in both the initial and the inner surf zone. In the in-

ipient breaking region there were also very small values of TKE in

he area below the wave trough and near the bed. It was deduced

hat TKE was convected during the transition of the wave’s undular

otion from the plunger (G8 and G10) to the bore (G21 and G23).

his led to a fast dissipation of TKE within one wave period, as re-

orted also by Zhao et al. (2004). Conclusively, TKE was highest in

he plunging jet region and the turbulent intensity declined imme-

iately after the passage of the breaker. A rapid downward reduction

f TKE was also obvious, suggesting that turbulence transport domi-

ated turbulence production below trough level, as reported also by

ing and Kirby (1995).
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Fig. 17. Simulated ensemble-averaged horizontal and vertical normal stress τ nx,ens [left graphs] and τ nz,ens [right graphs] (Pa), respectively, for weakly plunging breaking waves of

test 11 at the incipient breaking region and inner surf zone at gauges (from top to bottom): G8, G10, G21, G23.

d

f

ρ
i

i

r

m

i

w

G

i

r

4

g

a

l

c

f

t

t

c

l

s

t

t

(

e

v

Thus, unlike vorticity, no considerable amount of TKE remained

behind as the wave moved into the surf zone. Therefore there were

areas in the surf zone where TKE (Fig. 16, left graphs) and vorticity

(Fig. 15) were not correlated. Specifically during initiation of break-

ing (G8), TKE coherent structures were present in the roller region

near the crest, whereas coherent vortical patterns were absent there.

Followingly in the region near the incipient breaking (G10), correla-

tion of the two features was larger in spatial terms. The same patterns

were also observed at the bore formation and propagation region

(G21 and G23). This meant that there were considerable amounts

of turbulence produced by the plunging jet without the creation of

coherent vortical structures, and the residual vorticity after the pas-

sage of the wave was not accompanied by turbulence generation or

conservation. Nevertheless, the reader should take into account that

TKE calculated in the present study was only in reference to the large

motions of the flow and not the entire TKE of the computational

field. The TKE maxima of the simulated weak plunger were 0.57–

0.64 m2 s−2 for the incipient breaking region and 0.21–0.26 m2 s−2

for the inner surf zone. These values corresponded to about 39–41%

and 28–29% of the squared shallow water local celerity cts
2 = gd. The

latter implied that the maximum levels of turbulent intensities were

around 63% and 53% for the incipient breaking region and the in-

ner surf zone, respectively. The mean TKE was 3‰ of local gd on all

gauges.

Contours of simulated ensemble-averaged horizontal normal

stress τ nx,ens due to all turbulence in 2-D are shown in Fig. 17 (left

graphs), of vertical normal stress τ nz,ens in Fig. 17 (right graphs) and

of shear stress τ ss,ens in Fig. 16 (right graphs). These are ensemble-

averaged values of Reynolds stresses that were calculated at fixed

points (gauges) after the turbulent velocity components had been
efined through phase-averaging of low-pass filtered hydrodynamic

eatures of 121 blocks per cycle. The water density was quite close to

≈1000 kgr/m3 and was defined everywhere by Favre-type averag-

ng (Section 2.3.1). It was obvious that τ nx,ens took its greatest value

nitially at the breaking wave front (G8) and close to the crest at all

emaining gauges.

The contours in Fig. 17 (left graphs) revealed that horizontal nor-

al stresses appeared to have an almost elliptical shape in the incip-

ent breaking region and then spread markedly as time progressed,

hile they appeared to be rather elongated under bores (G21 and

23). The maximum magnitudes of τ nx,ens were nearly 1100–1050 Pa

nitially (G8–G10), which was more than two times greater than the

espective value under bores with maxima in the order of 450 to

00 Pa (G21–G23). On the other hand, as presented in Fig. 17 (right

raphs), τ nz,ens was greatest near the toe of the breaking wave front

nd the roller (G8 and G10) and this continued to be the case for shal-

ower waters also (G21 and G23) up to the ripple region where verti-

al normal stresses showed appreciable values only close to the sur-

ace. The contour patterns for τ nx,ens were more elliptical in the ini-

ial surf zone and they became highly elongated for bores. However,

hey seemed to have different spatial distribution near the crest as

ompared to the τ nx,ens contours. This indicated anisotropy of turbu-

ence, reported also in SF05. The maximum values of vertical normal

tresses were less than for horizontal ones, namely 300–190 Pa for

he outer surf zone (G8–G10), which decayed rapidly in almost half

o a quarter of it, 160–80 Pa, for the bore region in the inner surf zone

G21–G23).

The shear stresses, shown in Fig. 16 (right graphs), took also their

xtremes at the toe and the middle of the breaking wave front, with

alues ranging from −260 to 410 Pa. The maxima were obviously less
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han the normal stresses, as reported also in SF05. In the bore re-

ion, the respective values dropped to less than half of the initial ones,

ith magnitudes of about −170 to 185 Pa, but with small background

agnitudes residing over the entire bore front, crest and back region.

ne could deduce that the Reynolds stresses distribution appeared to

ave a peak value in the lower part of the coherent structure, i.e. at

he wave trough level, where large amounts of vorticity were concen-

rated. This was consistent with the findings of Nadaoka et al. (1989),

ho described the mechanism of the instantaneous Reynolds stresses

roduction, due to the downward motion of high velocity fluid during

ave breaking within the region of eddies near the wave trough.

. Discussion

In this study, apart from classic wave hydrodynamics in the surf

one we focused on coherent structures in a 2-D vertical plane. In that

ramework, temporal resolution up to around the 60th harmonic of

he wave frequency was necessary. This corresponded to the Nyquist

lter frequency or to turbulent motions with a lifespan of 0.04 s. By

pplying the moving-average method with 121 period divisions, it

as implied that random turbulence below the 60th harmonic would

e lost. Nevertheless the ensemble-averaging method, i.e. a combina-

ion of filtering with the phase-averaging technique over 50 wave cy-

les, allowed us to distinguish residual turbulence from larger coher-

nt structures down to harmonics lower than the 60th and somehow

econtaminate the ordered wave motion from large eddies. This was

upported by the fact that rough −5/3 gradients (in log/log scale) of

he turbulent velocity spectra followed a trend down to the second

armonic. The latter corresponded to turbulent motions and possibly

arge eddies with duration of nearly T/2. The spatial distribution of

he Reynolds stresses revealed anisotropy of 2-D turbulence, in spite

f the relatively high frequency cut-off compared to previous numer-

cal studies.

In other past studies plain phase-averaging has been employed,

ut led to overlapping of turbulence with the wave-induced ro-

ational motions and the coherent vortical structures. Thus the

nsemble-averaging technique by Nadaoka et al. (1989) was imple-

ented in the present study in order to discriminate wave com-

onents from coherent structures and residual turbulence. All nu-

erical data were ensemble-averaged for several wave periods after

uasi-steady state was reached, in order to improve the statistics. In

his framework, the Fourier spectral gradients for the turbulent veloc-

ties, although close to −5/3, certified that numerically extracted tur-

ulence contained also coherent structures. Therefore a clear and rig-

rous definition of turbulence was not possible just by using single-

oint Eulerian velocity measurements. Nevertheless the coherent

ortical structures on a 2-D plane were plausibly reproduced and the

iversity of their length scales was derived. In the weakly plunging

rocess examined, they were generated during the initial stages of

reaking and resembled to those of Nadaoka et al. (1989) for spilling

reakers. However, the topological characteristics of them in the in-

er surf zone were quite different, yet naturally similar to the experi-

ental ones (SF05) used as a standard for simulations presented here.

To outline the weakly plunging wave breaking event, the results

ndicated that turbulence appeared just before the formation of the

lunging jet, at the toe and the crest of the roller. Nonetheless signif-

cant amounts of it were created impulsively with the impingement

f the water tongue on the shoreward wave trough. The plunging jet

plash led to a kick start for turbulent kinetic energy in the volume of

ater in front of the rebound area. Even though the plunging tongue

id not penetrate the surface, the emerging rotating structures nearly

eached the bed, yet not causing expansion of 2-D turbulence over the

ntire water column. Subsequently, large scale structures spread hor-

zontally below the plunger and the rest of the generated turbulence

as observed during propagation of the broken wave front and the

ubsequently formed bore. This was mostly due to several re-splashes
f smaller plunging tongues that were created during the propagation

f the broken wave and actually behaved as local sources of 2-D tur-

ulence. Vorticity was distributed over the whole water column after

he passing of each breaker, although turbulent intensities appeared

o have two distinct areas of manifestation, one related to the initial

reaking (G8 and G10) and the other related to the resplashing of the

ater pushed up by the plunger (G21 and G23).

Period-averaged kinematics revealed that the shear, between the

urface roller and the back-rush flow beneath it, caused intense insta-

ilities in the vertical distribution of velocity, which in turn led to the

evelopment of a series of horizontal coherent structures. Production

f 2-D turbulence was related to them, yet the topology of concen-

rated TKE was different from that of vortical patterns. The shift from

ransient to turbulent flow regime was abrupt and lasted less than a

ave cycle, i.e. 2-D turbulence was almost completely dissipated af-

er the weakly plunging event and before the passage of the following

reaker.

. Conclusions

Based on the analysis presented, the conclusions can be divided

n two categories. The one concerns the validation of the SPH model’s

bility to sufficiently reproduce the wave breaking process and the

ubsequent surf zone dynamics. The other category concerns the

eak plunger itself and the relevant coherent structures identified.

Regarding the model validation, a refined-resolution calibration

f an SPH model was implemented, combined with a pseudo-LES

pproach of a Smagorinsky-type SPS technique for 2-D turbulence

losure. Numerical results were compared against the experimental

ata of Stansby and Feng (2005). A wide range of the dynamics of

ear-shore nonlinear regular wave breaking in weakly plunging form

n a mild impermeable slope was investigated. In order to do that,

combination of heuristic methods was proposed for the transfor-

ation of the scattered Lagrangian data of the numerical hydrody-

amic field to averaged Eulerian values at fixed gauge-type locations.

ery good agreement was achieved in terms of wave height distribu-

ions both at the wave propagation region and up the slope. More-

ver the SPH simulations’ results for wave set-up, crest and trough

nvelopes, ensemble-averaged and rms values of free surface eleva-

ion were satisfactory compared to the relative experimental data.

his was achieved by sensitivity analysis for the spatial discretiza-

ion, which led to a choice of values in the vicinity of the demarcation

oint between integral and inertial turbulence length scales. Thor-

ugh analysis of the flow length scales was presented and the mixing

engths of the flow were derived based on Cox et al. (1994).

Persisting discrepancies at the incipient breaking region, where

ntense shear dominated, suggested that even finer resolution should

e pursued in the future moving towards and beyond the Taylor

icro-scales. Thus spatial resolution turned out to be the most sig-

ificant factor in forming realistic results for SPS-SPH, which proved

o be quite similar to LES model approaches, but not actually there

et. Due to that fact, the statistics of depth-averaged velocities were

ot that well reproduced. However, the SPS-SPH model yielded far

etter results than the inviscid shallow-water equations model used

y Stansby and Feng (2005), for all the flow properties examined.

Furthermore the wave-induced mean flows were qualitatively

ell reproduced compared to the experimental data. The verti-

al distribution of period-averaged velocities clearly portrayed the

ndertow and composite shoreward drift regions, as well as the

treaming phenomenon near the bottom, without any special ma-

ipulation of the SPH model’s equations. The calculated fluxes over

wave period showed a naught balance of the opposite mean flows,

oth for the period- and ensemble-averaged velocity field.

The 2-D fluctuating flow features inside the surf zone were also

xplored with the use of SPS-SPH. Fourier spectra of turbulent inten-

ities revealed isotropy up to rather high frequencies only in shear
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intensified regions such as the free surface at the incipient break-

ing point. Anisotropy of 2-D hydrodynamic fluctuations was obvi-

ous everywhere else in the computational domain and this was cor-

roborated by the temporal evolution of the Eulerian field for the

Reynolds stresses, reported also by Stansby and Feng (2005). The

heuristic approach for ensemble-averaging, based on the work of

Nadaoka et al. (1989), combined with the high cut-off frequency im-

plemented proved to be able in reconstructing the large-scale coher-

ent structures. The large-scale repetitive patterns of vorticity, traced

by the SPS-SPH model, were reproduced in a satisfactory way as

compared to respective experimental studies. Spatial discretization,

smaller than the integral turbulence length scale, seemed to suffice

for SPH simulations of coherent structures.

Concerning the weakly plunging mechanism for wave breaking,

for the particular case of a 1:20 slope, the determined coherent vor-

tical structures in a 2-D vertical plane were of the order of a big

part of the water column to very small fractions of it. Considerable

amount of vorticity was generated at the front face of the breaking

waves and then it was entrained by large scale structures, into the

underlying flow field, just as reported by Nadaoka et al. (1989). Vor-

ticity appeared to be significant at the toe of the surface roller and

gained magnitude at the steep front of the plunger as well as at the

initial bore front, but reduced rapidly after, as shown in the exper-

iments by Stansby and Feng (2005). The created multiple coherent

vortical structures were eventually dispersed and consequently an

elongated layer of vorticity became apparent close to the surface as

the bore propagated. Coherent structures of anti-clockwise vorticity

were also observed near the bed, both below the bore and in front of

the pre-breaking roller, resembling a mixing layer similarly to what

was reported in relevant physical simulations. The derived Reynolds

stresses were apparently anisotropic despite the relatively high fre-

quency of record sampling for a numerical approach.

Future research on the matter should focus on the reproduction

of fully 3-D coherent structures, such as obliquely descending eddies

and/or braid-type and horseshoe structures under weak plungers.

Thus an effort to bend the extremely time-consuming computations,

involving tens to hundreds of million particles, with the use of new

‘parallel’ versions of the SPHysics code, i.e. DualSPHysics (Crespo

et al., 2011, 2015), was set as a standard prospective goal.
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